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Introduction

The philosophy of mind is one of the most exciting and innovative
areas in philosophy at the current time. Necessarily, much of the
work in the area is highly specialized, but as a consequence it is not
widely available or accessible. By bringing together some of the
leading figures in the field, we hope in this volume to fill what is
often perceived both inside and outside philosophy to be a gap.
Contributors have attempted in their papers to give an idea of
their current concerns, to indicate the directions in which their
work is taking them, and to suggest how it relates to other issues
both in the philosophy of mind and in philosophy generally.

After a general review of work on the mind-body problem over
the last 50 years, the collection focuses on various aspects of neural
activity and embodiment, on mental simulation, on the first per-
son, on consciousness (including a new approach to the topic), on
intentionality, on perception, on the mind as generating norms, on
its connection to the world outside, on free will and on action.

The papers in the volume are based on the lectures given in the
Royal Institute of Philosophy’s annual lecture series 1996-7.
Thanks are due to all the contributors, and especially to
Christopher Peacocke and Ted Honderich for their help in plan-
ning the series. I would also like to thank James Garvey for
preparing the index, and for help with editing the volume.

Anthony O’Hear






The Mind-Body Problem after Fifty
Years

JAEGWON KIM

I

It was about half a century ago that the mind-body problem,
which like much else in serious metaphysics had been moribund for
several decades, was resurrected as a mainstream philosophical
problem. The first impetus came from Gilbert Ryle’s The Concept
of Mind, published in 1948, and Wittgenstein’s well-known, if not
well-understood, reflections on the nature of mentality and mental
language, especially in his Philosophical Investigations which
appeared in 1953. The primary concerns of Ryle and Wittgenstein,
however, focused on the logic of mental discourse rather than the
metaphysical issue of how our mentality is related to our bodily
nature. In fact, Ryle and Wittgenstein would have regarded, each
for different reasons, the metaphysical problem of the mind-body
relation as arising out of deplorable linguistic confusions and not
amenable to intelligible discussion. There was C. D. Broad’s earli-
er and much neglected classic, The Mind and Its Place in Nature,
which appeared in 1925, but this work, although robustly meta-
physical, failed to connect with, and shape, the mind-body debate
in the second half of this century. It is fair to say that the
mind-body problem as we know it today had its proximate origins
in a trio of papers published in the late 1950s: U. T. Place’s ‘Is
Consciousness a Brain Process?’,! in 1956, and J. J. C. Smart’s

This paper derives in part from my “T’he Mind-Body Problem: Taking
Stock After 40 Years’, forthcoming in Philosophical Perspectives, 1997.

' U. T. Place, ‘Is Consciousness a Brain Process?’, British Journal of
Psychology 47/1 (1956), 44-50. There were even earlier modern statements
of the identity approach: e.g. Samuel Alexander, Space, Time, and Deity
(London: Macmillan, 1920), vol. II, p. 9, where he says, ‘The mental
process and its neural process are one and the same existence, not two exis-
tences’; the psychologist Edwin G. Boring states, ‘If we were to find a per-
fect correlation between sensation A and neural process a, a precise corre-
lation which we had reason to believe never failed, we should then identi-
fy A and a ... it is scientifically more useful to consider that all psycholog-
ical data are of the same kind and that consciousness is a physiological
event’ (The Physical Dimensions of Consciousness (New York: Dover
reprint, 1963), p. 14). Boring’s book was first published in 1933.
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‘Sensations and Brain Processes’ and Herbert Feigl’s ‘The
“Mental” and the “Physical”’, published in 1958 and 1959 respec-
tively.? In these papers, Place, Smart and Feigl proposed an
approach to the status of mind that has been variously called ‘the
mind-body identity theory’, ‘central-state materialism’, ‘type phys-
icalism’, and ‘the brain-state theory’. In particular, it was the papers
by Smart and Feigl that had a major philosophical impact, launch-
ing the debate that has continued to this day.

For those of us who came of age philosophically in the 1960s, the
brain-state theory was our first encounter with the mind-body
problem as a problem in systematic philosophy. We were impressed
by its refreshing boldness, and it seemed in tune with the optimistic
scientific temper of the times. Why can’t mentality turn out to be
brain processes just as heat turned out to be molecular motion and
light turned out to be electromagnetic waves? But the brain-state
theory was surprisingly short-lived — its precipitous decline began
only several years after its initial promulgation — and by the late six-
ties and early seventies it had been abandoned by almost all philoso-
phers working in philosophy of mind and psychology. This was
more than the fading away of a bold and promising philosophical
theory: the demise of the brain-state theory gave a bad name to all
forms of reductionism, turning the term ‘reductionist’ into a dis-
tinctly negative, often disdainful, epithet. In most academic and
intellectual circles these days, calling someone a reductionist has
become more than saying that he or she holds an incorrect view; it
is a thinly disguised putdown that labels the targeted person as
intellectually backward and simplistic.

It is clear in retrospect, though, that in spite of its brief life, the
Smart-Feigl physicalism made one crucial contribution that has
outlived its reign as a theory of the mind. What I have in mind is
the fact that the theory helped set the basic parameters for the
debates that were to follow — a set of broadly physicalist assump-
tions and aspirations that still guide and constrain our thinking
today. One indication of this is the fact that when the brain-state
theory collapsed philosophers didn’t lapse back into Cartesianism
or other serious forms of dualism. Almost all the participants in the
debate stayed within the physicalist framework, and even those who
had a major hand in the demise of the Smart—Feigl materialism
continued their allegiance to a physicalist worldview. And this fact

*]. J. C. Smart, ‘Sensations and Brain Processes’, Philosphical Review 68
(1959), 141-56. Herbert Feigl, “The “Mental” and the “Physical”’, in
Minnesota Studies in the Philosophy of Science, vol. 11, eds. Herbert Feigl,
Grover Maxewell and Michael Scriven (Minneapolis: University of
Minnesota Press, 1958).
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has played a central role in defining our Problematik: through the
seventies and eighties and down to the present, the mind—body
problem — our mind-body problem — has been that of finding a
place for the mind in a world that is fundamentally and essentially
physical. If C. D. Broad were writing his 1925 book today, he might
well have given it the title The Mind and its Place in the Physical
World.

What made the demise of the brain-state theory so quick and
seemingly painless, causing few regrets among philosophers, was
the fact that the principal objection that spelled its doom, the so-
called multiple (or ‘variable’, as they say in Britain) realization argu-
ment, first advanced by Hilary Putnam,® contained within it seeds
for an attractive alternative approach, namely functionalism. The
core thesis of functionalism, that mental kinds are ‘functional
kinds’, not physical or biological kinds, was an appealing and eye-
opening idea that seemed to help us make sense of ‘cognitive sci-
ence’, which was being launched around then. The functionalist
conception of the mind seemed tailor-made for the new science of
mentality and cognition, for it appeared to posit a distinctive and
autonomous domain of mental/cognitive properties that could be
scientifically investigated independently of their physical/biological
embodiments — an idea that promised both legitimacy and autono-
my for psychology as a science. Functionalism made it possible for
us to shed the restrictive constraints of physicalist reductionism
without returning to the discredited dualisms of Descartes and oth-
ers. Or so it seemed at the time. The functionalist conception of
mentality still is ‘the official story’ about the nature and foundation
of cognitive science.*

But functionalists, by and large, were not metaphysicians, and few
of them were self-consciously concerned about just where function-
ism stood in regard to the mind-body problem. Some functionalists,
like David Armstrong and David Lewis, thought that they were
defending physicalism, whereas others, like Hilary Putnam and
Jerry Fodor, claimed that functionalism delivered a decisive refuta-
tion of physicalism. The key term they used to describe the relation
between mental properties (kinds, states, etc.) and physical proper-
ties was ‘realization’ (or sometimes ‘implementation’, ‘execution’,
etc.): mental properties are ‘realized’ or ‘implemented’ by (or in)
physical properties, though not identical with them or reducible to

3 In ‘Psychological Predicates’ first published in 1968 and later reprint-
ed with a new title, “The Nature of Mental States’, in Hilary Putnam,
Collected Papers 11 (Cambridge: Cambridge University Press, 1975).

* See, e.g., Zenon Pylyshyn, Computation and Cognition (Cambridge,
MA: MIT Press, 1985).
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them. But the term ‘realization’ was introduced® and quickly gained
currency, chiefly on the basis of computational analogies (in partic-
ular, mathematically characterized computing machines being real-
ized in physical computers), and few functionalists, especially in the
early days, made an effort to explain what the realization relation
consisted in — what this relation implied in terms of the traditional
options on the mind-body problem.

I believe that the idea of ‘supervenience’ came to the fore in the
seventies and eighties in part to fill this void. The doctrine that
mental properties are supervenient on physical properties seemed
nicely to meet the needs of the post-reductionist physicalist in
search of a metaphysics of mind; for it promised to give a clear
and sturdy sense to the primacy of the physical domain and its
laws, thereby vindicating the physicalist commitments of most
functionalists, while freeing them from the burdens of physical
reductionism, thereby protecting the mental as an autonomous
domain. Further, by allowing multiple physical bases for superve-
nient mental properties, it was able to accommodate the multiple
realizability of mental properties as well. Many philosophers,
especially those who for one reason or another had abandoned
hopes for a physicalistic reduction of the mental, sought in
mind-body supervenience a satisfying metaphysical statement of
physicalism without reductionism. By the late seventies, what Ned
Block has aptly called ‘the antireductionist consensus’,* was firm-
ly in place. This has helped to enthrone ‘nonreductive physical-
ism’ as the new orthodoxy not only on the mind-body relation
but, more generally, on the relationship between ‘higher-level’
properties and underlying ‘lower-level’ properties in all other
domains as well. Thus, the approach yielded as a bonus a princi-
pled general view about the relationship between the special sci-
ences and basic physics.

One side effect of the entrenchment of the antireductionist con-
sensus has been the return of emergentism — if not the full-fledged
doctrine of classic emergentism of the 1920s and 30s, at least its
characteristic vocabulary and slogans. When positivism and the idea
of ‘unity of science’ ruled, emergentism was often regarded with
undisguised suspicion, as a mysterious and possibly incoherent
metaphysical doctrine. With reductionist physicalism out of favour,

* The first philosophical use of this term, roughly in its current sense,
that I know of occurs in Hilary Putnam’s ‘Minds and Machines’, in
Dimensions of Mind, ed. Sydney Hook (New York: New York University
Press, 1960).

¢ In his ‘Antireductionism Slaps Back’, forthcoming in Philosophical
Perspectives, 1997.
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emergentism appears to be making a strong comeback,” and we now
see an increasing and unapologetic use of terms like ‘emergence’,
‘emergent characteristic’, ‘emergent phenomenon’, ‘emergent
cause’ and the like, roughly in the sense intended by the classic
emergentists, not only in serious philosophical writings® but in pri-
mary scientific literature in many fields.’

To sum up, then, three ideas have been prominently on the scene
in recent discussions of the mind-body relation: the idea that the
mental is ‘realized’ by the physical, the idea that the mental ‘super-
venes’ on the physical, and the idea that the mental is ‘emergent’
from the physical. In this paper I want to explore the interplay of
these three ideas, and the roles they play, in current debates over the
mind-body problem, and, in the process, to indicate where I think
we now stand with this problem.

1I

Let us begin with supervenience. It is convenient to construe super-
venience as a relation between two sets of properties, the superve-
nient properties and their ‘base’ properties. As is well known, a vari-
ety of supervenience relations is available, but for our present pur-
poses fine-grained distinctions won’t matter. The core idea of
mind-body supervenience is that the mental properties or states of
something are dependent on its physical, or bodily, properties, in
the sense that once its physical properties are fixed, its mental prop-
erties are thereby fixed. This implies that if two things — organisms,
persons or electromechanical systems — have identical physical
properties, they must have identical mental natures as well; that is
to say, exact physical twins are ipso facto exact mental twins.
Mind-body supervenience can be equivalently formulated in the
following useful way: if an organism instantiates a psychological
property M (say, pain) at a time, it has at that time some physical

’ In addition to a number of recent journal titles, the signs of the return
of emergentism include a recent collection of new essays on emergence,
Emergence or Reduction? ed. A. Beckermann, H. Flohr and J. Kim (Berlin:
de Gruyter, 1992), two volumes of essays on emergence being prepared in
Europe as of this writing, and the 1997 Oberlin Philosophy Colloquium on
the topic ‘Reductionism and Emergence’.

8 See e.g., John R. Searle, The Rediscovery of the Mind (Cambridge, MA:
MIT Press, 1992).

* E.g., Francisco Varela, Evan Thompson and Eleanor Rosch, The
Embodied Mind (Cambridge, MA: MIT Press, 1993). See especially Part
IV entitled ‘Varieties of Emergence’.
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property P on which M supervenes, in the sense that necessarily if
anything has P, it has M. Thus, if you experience pain at a time, you
must instantiate a certain physical property at the time (presumably,
some neural property) on which pain supervenes. No mental prop-
erty can be instantiated in an organism unless that organism instan-
tiates some suitable physical property that serves as its physical
base.

In this way, mind—body supervenience promised to give sense to
the physicalist idea that the physical enjoys ontological primacy
over the mental, and the idea that physics is the most basic, and
most comprehensive, of our sciences, all other sciences being ‘spe-
cial sciences’ over restricted domains. Moreover, and this was of
crucial importance to the nonreductive physicalist, supervenience
prima facie did not seem to commit us to reductionism: after all,
many moral theorists, like G. E. Moore and R. M. Hare, believed in
the supervenience of the moral on the nonmoral, but rejected the
reducibility of the former to the latter. And accepting the idea that
aesthetic properties of works of art are supervenient on their phys-
ical characters doesn’t seem to lead to the position that aesthetic
properties are reducible to physical properties. In mind-body
supervenience, then, we seemed finally to have found a metaphysi-
cal basis for nonreductive physicalism; supervenience seemed to be
just the metaphysical relation of dependence that would enable us
to understand how the mental, in spite of its dependence on the
physical, could still remain irreducible to it, forming its own
autonomous domain.

Much of the discussion that followed the introduction of the
supervenience idea into the mind-body debate was over the ques-
tion whether supervenience was indeed free of reductionist impli-
cations. The question is still unsettled, but it has become clear that
this was really a non-issue. The real issue, I believe, is whether or
not the doctrine of mind-body supervenience itself can claim to be
a distinctive position on the mind-body problem. The question,
then, is this: do we have in mind—body supervenience an account of
how our mentality is related to the physical nature of our being?
That is, can we use supervenience itself to state a philosophical
theory of the way minds are related to bodies?

Brief reflection shows that the answer is no, that mind-body
supervenience by itself cannot constitute a theory of the
mind-body relation. There are two related reasons for this. First,
mind-body supervenience is consistent with a host of classic posi-
tions on the mind-body problem; it is in fact a shared commitment
of many mutually exclusionary mind-body theories. Take emer-
gentism, for example: emergentism is a dualistic theory that stress-
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es the irreducibility of the emergents, including mental properties,
to more basic physicochemical conditions, and yet it respects super-
venience. On emergentism, the emergents necessarily emerge when,
and only when, appropriate ‘basal conditions’ are present; when
identical basal conditions are present, identical emergents must
emerge. The functionalist view that the mental, when it is realized,
must be physically realized, too, entails mind body supervenience:
the same physical conditions, the same functional properties. What
is more obvious, mind—body supervenience is a trivial consequence
of type physicalism (for example, the brain-state theory), which
reductively identifies mental properties with physical properties.-
Even epiphenomenalism is committed to supervenience; if two
things differ in some mental respect, that must be because they dif-
fer in some physical respect — it must be because the physical cause
of the mental respect involved is present in one and absent from the
other. If mind-body supervenience is a commitment of each of
these conflicting approaches to the mind-body problem, it cannot
itself be a position on this issue alongside these classic alternatives."

What this shows is that the mere fact (assuming it is a fact) of
mind~body supervenience leaves open the question of what grounds
or accounts for it — that is, why the supervenience relation obtains
between the mental and the physical.!' To see the general issue
involved here, consider normative supervenience, the widely
accepted doctrine that normative or evaluative properties supervene
on nonnormative, nonevaluative properties. Various metaethical
positions are committed to normative supervenience but offer dif-
fering accounts of its source. According to ethical naturalism, the
supervenience holds because normative properties are definable in
terms of nonnormative, naturalistic properties; that is, normative
properties turn out to be naturalistic properties. Ethical intuition-
ists, like G. E. Moore, would see normative supervenience as a
primitive synthetic a prior: fact not susceptible to further explana-
tion; it is something we directly apprehend through our moral
sense. R. M. Hare, a noncognitivist, would attempt to explain it as
a form of a consistency condition essential to the regulative charac-

1 Mind-body supervenience is not excluded even by Cartesian sub-
stance dualism. See my ‘Supervenience for Multiple Domains’, reprinted
in Supervenience and Mind (Cambridge: Cambridge University Press,
1993).

" On the need for explaining supervenience relations see Terence
Horgan, ‘Supervenience and Cosmic Hermeneutics’, Southern Fournal of
Philosophy 22 (1984), Supplement, 19-38, and Terence Horgan and Mark
Timmons, ‘Troubles on Moral Twin Earth: Moral Queerness Revisited’,
Synthese 92 (1992), 221-60.
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ter of the language of commending and prescribing. Still others
may try to explain it as arising from the very idea of normative eval-
uation, maintaining that evaluative or normative properties must
have descriptive criteria. It is clear, then, that the thesis of norma-
tive supervenience by itself does not serve to characterize a distinc-
tive position in metaethics.

Similarly, it is useful to think of the diverse mind—body theories
as offering competing explanations of mind-body supervenience:
the explanation offered by type physicalism is parallel to the natu-
ralistic explanation of normative supervenience: mind—-body super-
venience holds because mentality is physically reducible and mental
properties turn out in the end to be physical properties.
Emergentism, like ethical intuitionism, takes mind-body superve-
nience as a brute fact not amenable to explanation, something that
should be accepted, as Samuel Alexander urged, with ‘natural
piety’. In contrast, epiphenomenalism invokes the causal relation
(the ‘same cause, same effect’ principle) to explain supervenience,
and on functionalism, as we will see, mind-body supervenience is a
consequence of the view that mental properties are functional prop-
erties with physical properties as their realizers.

We must conclude, then, that mind—body supervenience itself is
not an explanatory theory; it merely states a pattern of property
covariation between the mental and the physical, and points to the
existence of a dependency relation between the two. Yet it is whol-
ly silent on the nature of the dependence relation that might explain
why the mental supervenes on the physical. Supervenience is not a
metaphysically deep, explanatory relation; it is merely a phenome-
nological relation about patterns of property covariation.
Mind-body supervenience, therefore, states the mind-body prob-
lem — it is not a solution to it.

111

Cartesian substance dualism pictures the world as consisting of two
independent spheres, the mental and the material, each with its own
distinctive defining properties. There are causal interactions across
the domains, but entities in each domain, being ‘substances’, are
ontologically independent of those of the other, and it is metaphys-
ically possible for one domain to exist in the total absence of the
other. What has replaced this picture of a dichotomized world is the
familiar multi-layered model that views the world as stratified into
different ‘levels’, ‘orders’ or ‘tiers’, organized in a hierarchical
structure. The bottom level is usually thought to consist of elemen-

10
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tary particles, or whatever our best physics is going to tell us are the
basic bits of matter out of which all material things are composed.”
Higher up on the ladder, we find atoms, molecules, cells, larger
organisms and so on. The ordering relation that generates the hier-
archical structure is the mereological relation: entities belonging to
a given level, except those at the very bottom, have an exhaustive
decomposition, without remainder, into entities belonging to the
lower levels. Entities at the bottom level have no physically signifi-
cant proper parts.

What then of the properties of these entities? It is part of this lay-
ered conception that at each level there are thought to be properties,
activities and functions that make their first appearance at that level
(we may call them the ‘characteristic properties’ of that level).
Thus, among the characteristic properties of the molecular level are
electrical conductivity, inflammability, density, viscosity and the
like; activities and functions like metabolism and reproduction are
among the characteristic properties of the cellular and higher bio-
logical levels; consciousness and other mental properties make their
appearance at the level of higher organisms. For much of this cen-
tury, a layered picture of the world like this has formed an
omnipresent, if only implicit, background for debate over the
mind-body problem, emergence, reductionism, the status of the
special sciences and related issues, and has exerted a pervasive influ-
ence on the way we formulate philosophical problems and debate
their solutions. Sometimes, the layered model is couched in terms of
concepts and languages instead of entities in the world and their
properties. Talk of levels of descriptions, levels of analyses, levels of
concepts, levels of explanations and the like is rampant everywhere —
it has thoroughly pervaded primary scientific literature as well as
philosophical writings about science."

Now we come to a critical question: how are the characteristic
properties of a given level related to the properties at the adjacent
levels — in particular, to those at the lower levels? How are biologi-

2 The layered model as such of course does not need to posit a bottom
level; it is consistent with an infinitely descending series of levels.

¥ In his work on vision David Marr famously distinguishes three levels
of analysis: the computational, the algorithmic and the implementational.
See his Vision (New York: Freeman Press, 1982). The emergentists, early
in this century, appear to have been first to give an explicit formulation of
the layered model; see, e.g.,, C. Lloyd Morgan, Emergent Evolution
(London: Williams and Norgate, 1923). For a particularly clear and useful
statement of the model, see Paul Oppenheim and Hilary Putnam, ‘Unity
of Science as a Working Hypothesis’, Minnesota Studies in the Philosophy
of Science, vol. 11, ed. Feigl, Maxwell and Scriven.

11



Jaegwon Kim

cal (‘vital’) properties related to physicochemical properties? How
are consciousness and intentionality related to biological/physical
properties? How are social phenomena, phenomena characteristic of
social groups, related to phenomena involving individual members?
As you will agree, these are some of the central questions in philos-
ophy of science, metaphysics and philosophy of mind. Possible
answers to these questions define the classic philosophical options
on the issues involved. Some of the well-known major alternatives
include reductionism, antireductionism, methodological individu-
alism, functionalism, emergentism, neo-vitalism and the like. You
may attempt to give a single uniform answer applicable to all pairs
of adjacent levels, or you may take different positions regarding dif-
ferent levels. For example, you might argue that properties at every
level (higher than the bottom level) are reducible, in some clear and
substantial sense, to lower-level properties, or you might restrict the
reductionist claim to certain selected levels (say, biological proper-
ties in relation to physicochemical properties) and defend an antire-
ductionist stance concerning properties at other levels (say, mental
properties). Moreover, it isn’t necessary to give a uniform answer in
regard to all characteristic properties at a given level; concerning
mental properties, for example, it is possible to hold — and some
have done just that — that phenomenal or sensory properties, or
qualia, are irreducible, while holding that intentional properties,
including propositional attitudes, are reducible (say, functionally or
biologically).

Let us now turn to the reductionist approach to the question of
interlevel property relationships. As I said, reductionism, in par-
ticular mind—body reductionism, suffered massive defections dur-
ing the 1970s and 1980s, with the result that there are hardly any
reductionists left anywhere in sight in philosophy of mind." This,
I think, is generally true in all areas of philosophy; there may still
be reductionisms or reductionist programmes (and I believe there
are), but I don’t know anyone who advertises him/herself as a
reductionist about anything. But what is reduction, to begin with?

* Andrew Melnyk writes: ‘Indeed, it seems to be a little-known law gov-
erning the behavior of contemporary philosophers that whenever they
profess faith in any form of materialism or physicalism they must make it
absolutely clear that they are, of course, in no way endorsing anything as
unsophisticated, reactionary, and generally intolerable as reductionism’, in
‘T'wo Cheers for Reductionism: Or, the Dim Prospects for Non-Reductive
Materialism’, Philosophy of Science 62 (1995), 370-88. According to
Melnyk there are only two reductionists left on the scene; he says, ‘The law
holds ceteris paribus; for example, it does not apply if your name is
Jaegwon Kim or Patricia Churchland.’
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And what has made the reductionist a persona non grata in philos-
ophy of mind?

The concept of reduction that has served as a shared background
in the discussion of physical reductionism was derived from a
model of reduction elaborated by Ernest Nagel in the 1950s."* Nagel
was mainly interested in intertheoretic reduction, as a relation
between two scientific theories, and his principal focus was on the
logical relationship between the theory to be reduced and the theory
serving as the reduction base. According to Nagel, reduction is fun-
damentally a proof procedure, consisting in the logical/mathemati-
cal derivation of the laws of the reduced theory from those of the
base theory, taken in conjunction with ‘bridge laws’ connecting the
predicates of the two theories. Nagel thought that these intertheo-
retic linkages were necessary to secure logical/derivational connec-
tions between the two theories, since the theories may be couched in
entirely distinct descriptive vocabularies. Standardly, these bridge
laws are taken to be biconditionals in form (‘if and only if’ state-
ments), providing each property in the domain of the theory to be
reduced with a nomologically coextensive property in the reduction
base. For mind-body reduction, then, the Nagel model requires
that each mental property be provided with a nomologically coex-
tensive physical property; that is, a law of the following form must
hold for every mental property M:

(BL) M&P

where P is some physical property.

This bridge-law requirement made mind-body reductionism — in
fact, all reductionisms — an easy target. As noted earlier, the most
influential antireductionist argument, one that had a decisive role in
establishing the antireductionist consensus, was the multiple real-
ization argument based on the observation that, on account of their
multiple realizability, mental properties fail to have coextensions in
the physical domain, and that this makes mind—-body bridge laws
unavailable for Nagelian reduction. This argument was then
extended in defence of a general antireductionist position in regard
to all special sciences.'® This has made bridge laws the focal point of
debates on reduction and reductionism: for three decades the battles
over reductionism have been fought on the question whether bicon-

5 See The Structure of Science (New York: Harcourt, Brace & World,
1961), chapter 11. The model had been developed in Nagel’s earlier papers
published during the 1950s.

' See J. A. Fodor, ‘Special Sciences (or The Disunity of Science as a
Working Hypothesis)’, Synthese 28 (1974), 97-115.
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ditional bridge laws are available to connect the mental with the
physical domain.

But this is the wrong battlefield on which to contest the issue of
reduction. The Nagel model is the wrong model of reduction for
discussions of mind—body reduction, and bridge laws are linkages of
the wrong kind to induce reduction. My view is that bridge laws are
neither necessary nor sufficient for reduction. 1 think it is easy to see
that derivation via bridge laws is not sufficient for reduction. There
are two reasons for this. The first has to do with the explanatory
import of a reduction: a reduction must explain how, and why, the
reduced phenomena (‘higher-level’ phenomena) arise from the
processes at the level of the reduction base (‘lower-level’ phenom-
ena), and this explanatory demand is not met when, as in Nagel
reduction, the bridge laws are assumed as unexplained primitives of
reductive derivations. A bridge law of the form (BL) only tells us
that mental property M (say, pain) co-occurs, as a matter of nomic
necessity, with a physical property P (say, C-fibre activation), and
Nagel reduction simply does not address the question why this is so.
Why is it that you experience a pain, rather than an itch or tickle,
whenever your C-fibres are activated? Why don’t you experience
pain when your A-delta fibres are firing? Why does any conscious
experience arise when these neural fibres are firing?

When the emergentists claimed that the properties of con-
sciousness are irreducible emergent properties, it was because they
despaired of ever answering these explanatory questions. They
accepted both a fundamental physicalist ontology and the superve-
nience of higher-level properties on the lower-level ones; and they
were not concerned about the multiple realizability of the former
in relation to the latter. The availability of biconditional correla-
tion laws was the least of their concerns. The intelligibility of these
laws was what agitated the emergentists. It is the phenomena of
emergence, codified in our bridge laws, that they advised us to
accept as brute facts — ‘with natural piety’. As far as the emergen-
tists were concerned, we were welcome to help ourselves to as
much Nagel reduction of the mental as we pleased, but this would
only be so much logical exercise — it would not advance by an inch
our understanding of why, and how, mentality makes its appear-
ance when certain propitious configurations of biological condi-
tions occur. Attaining such an understanding is exactly the same
task as explaining the likes of (BL), that is, mind-body bridge
laws.

A second reason that Nagelian derivation via bridge laws does not
suffice for reduction is ontological: we expect our reductions to sim-
plify — simplify our scheme of concepts or scheme of entities. But
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bridge laws are standardly taken as contingent and empirical, not
analytic or a priori, and this means that the concepts M and P in
(BL) remain distinct. Hence, Nagel derivation does nothing for
conceptual simplification. Moreover, a bridge law expresses only
nomic coextensivity of properties, not their identity, which means
that M and P remain distinct properties. Hence, Nagel derivation
via bridge laws doesn’t do anything for ontological simplification
either. It does give us some simplification of laws — the laws of the
reduced theory have been absorbed into the reducer — but this, too,
may be largely illusory, since we are forced to inflate our base
theory by adding the bridge laws as new primitive laws.
Introduction of these new laws can represent a significant expan-
sion of both the ideology and the ontology of the base theory, since
these laws bring with them concepts and properties alien to the
original base theory.

At this point, the standard move we see in the philosophical dis-
cussion of theory reduction is to consider how, and under what con-
ditions, correlations of the form (BL) can be enhanced into identi-
ties of the form:

(YM=P

This strategy is proper as long as we work within the Nagelian par-
adigm. I believe, however, that the Nagelian conception of reduc-
tion should be jettisoned, and that our thinking about reduction
needs to be reoriented if reduction is to remain a philosophically
significant factor in our reflections on the mind—body problem and
related issues concerning interlevel relationships of properties. For
the philosophical poverty of Nagel reduction is easy to see. As I
have already pointed out, there is nothing in emergentism that rules
out a Nagel reduction of psychology to physical theory. Not even
substance dualism needs to preclude Nagelian mind-body reduc-
tion. Furthermore, some forms of dualism actually entail the Nagel
reducibility of psychology to physical theory: for example, the dou-
ble-aspect theory and the doctrine of pre-established harmony each
would provide us with mind-body bridge laws in abundant num-
bers to enable a Nagelian mind-body reduction (and reductions in
the opposite direction as well!). It is clear, then, that any doctrine of
mind-body reductionism couched in the Nagelian conception of
reduction cannot be a significant claim about the status of the mind.
If so, the refutation of mind-body reductionism in that sense of
reduction cannot be regarded as a significant philosophical accom-
plishment either.
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v

I will now sketch a model of reduction that I believe is more appro-
priate for both science and philosophy. If M and P in bridge law (BL)
are both intrinsic properties, the correlation between M and P must
be taken as a brute fact about the two distinct intrinsic properties, and
no amount of philosophical legerdemain can turn it into an identity.
The only way we can go beyond such brute correlations is to inter-
pret, or reinterpret, the reduction target, M, as an extrinsic/relation-
al property. Let us look at some examples. Consider temperature: to
reduce temperature, we first must think of it relationally and charac-
terize it in terms of its relation to other properties. Temperature is
that property of an object, or system, which is such that its magni-
tude increases when the object is in contact with another with a high-
er magnitude of it; when it is sufficiently high, it can cause wood and
coal to burn; when it is extremely high, it can cause iron to turn into
a molten state; when it is sufficiently low, it causes water to freeze —
well, you get the idea. What is being done is to understand tempera-
ture as a property characterized in terms of its causal/nomological
relations to other properties; that is, it is given an extrinsic character-
ization as a ‘causal role’. Consider another example: the reduction of
the gene. To get started we must construe the concept of a gene in
terms of its causal function: the gene is that mechanism in an organ-
ism that is causally responsible for the transmission of heritable char-
acteristics. Reduction of temperature is achieved when we can iden-
tify the property that fills the causal specification: for gases the prop-
erty turns out to be the mean kinetic energy of the molecules; for
solids and plasmas, and in vacuums, it turns out to be different prop-
erties. The reduction of the gene is accomplished when we identify
the mechanism that fills the causal role specified: it turns out to be the
DNA molecule — at least, for earthly organisms.

On this view of reduction,” then, the reduction of a property M

"'The ideas involved here go back to David Lewis, ‘An Argument for the
Identity Theory’, Journal of Philosophy 63 (1966), 17-25 and David
Armstrong’s argument for central-state materialism in his 4 Materialist
Theory of Mind (New York: Humanities Press, 1968). See also Robert Van
Gulick, ‘Nonreductive Materialism and the Nature of Intertheoretical
Constraint’, in Emergence or Reduction? ed. Beckermann, Flohr and Kim,
and Joseph Levine, ‘On Leaving What It Is Like’, in Consciousness, ed.
Glyn W. Humphreys and Martin Davies (Oxford: Blackwell, 1993).
Relevant also are David Chalmers’ discussion of ‘reductive explanation’ in
The Conscious Mind (New York: Oxford University Press, 1996), and
Frank Jackson’s views on the role of conceptual analysis in metaphysics, in,
e.g., ‘Armchair Metaphysics’, in Philosophy in Mind, ed. ]. O’Leary
Hawthorne and M. Michael (Dordrecht: Kluwer, 1993).
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consists in two steps: (i) the conceptual step of construing M in
terms of its causal/nomological relations to other properties; and (ii)
the empirical-theoretical step of identifying M’s ‘realizers’ — that is,
properties, or mechanisms, in the reduction base domain that have
the specified causal/nomological characteristics. We can expect the
second step to involve a theory that explains just how these realiz-
ers get to have these causal/nomological properties (such a theory
will almost certainly be involved in the process of identifying the
realizers of targeted functional properties). Step (i) is in effect the
process of ‘functionalizing’ the target property, that is, defining it as
a causal role. More specifically, it is useful to think of functionaliza-
tion in terms of second-order properties: to have M is to have the
second-order property of having some property, O, meeting speci-
fication C. This is second-order in the sense that it involves quan-
tification over first-order properties (that is, the properties already
given). When the specification C involves causal/nomic relations,
we can call the second-order property a ‘functional’ property.'®

At step (ii), multiple realizers have to be expected as a rule. We
now must face the following question: does the phenomenon of
multiple realizability of the target property present difficulties to
this account of reduction as well? Answering this question is a
somewhat complicated affair that to some extent depends on a deci-
sion as to what we want to call ‘reduction’. However, a persuasive
case can be made for a negative answer: there is no need to fear mul-
tiple realization. Suppose that M has two realizers, O, and Q.. For
something, x, to have M is for x to have Q, or Q,. (Notice that this
does not introduce a disjunctive property, having O, or Q,; the ‘or’
here is a sentence disjunction, not a predicate disjunction with dis-
junctive properties as semantic values.) That is to say, each M-
instance is either a Q,-instance or (;-instance, and there are no M-
instances over and above these O-instances. Suppose M is instanti-
ated on a given occasion in virtue of its realizer Q, being instantiat-
ed on that occasion. This M-instance, then, is identical with this O,
instance, and they have exactly identical causal powers: no new
causal powers can magically accrue to the M-instance that are not

" The notion of a second-order property in the present sense is due to
Hilary Putnam, ‘On Properties’, in Essays in Honor of Carl G. Hempel, ed.
N. Rescher et al. (Dordrecht: Reidel, 1969). It’s interesting to note that
although the inventor of functionalism also introduced the concept of a
second-order property, which is tailor-made for a perspicuous explanation
of ‘realization’, no functionalist, to my knowledge, took advantage of it
until Ned Block did so in his ‘Can the Mind Change the World?’, in
Mecaning and Method, ed. George Boolos (Cambridge: Cambridge
University Press, 1990).

17



Jaegwon Kim

had by the Qi-instance. The realizers of M do all the work that M
does, and M does not represent a net addition to the ontology or
causal structure of the world.

But some might object: ‘But what about M itself? M is identical
with neither Qi nor Q,, and therefore must be counted as a property
distinct from each and every property in the reduction domain.’ This
is the same ontological challenge we posed for Nagel reduction: where
is the ontological payoff as far as M is concerned? So does M still
need to hang around in our ontology? I think we can handle M in one
of two ways. One simple way is to identify M as the disjunctive prop-
erty, Qv Q. If the Qs are diverse realizers of M, their diversity must
mean something, and the only thing it could mean is causal/nomo-
logical diversity. If they are causally and nomologically identical or
quite similar, there would be no reason for counting them as distinct
realizers. It is generally accepted that kinds in science are primarily
individuated on the basis of causal powers. So M as a disjunction of
causally diverse properties, will be a causally heterogeneous kind, and
it will have only limited usefulness as a scientific kind."

The second way of handling M to view it only as a concept, not a
property. By forming a second-order expression of the form ‘having
some property or other, O such that C(Q)’, we cannot literally bring
a new entity into our ontology. All we are doing is to introduce a way
of picking out certain first-order properties by specifying a condi-
tion they need to meet; we might say that a second-order expression
of this form refers indifferently to members of a class of first-order
properties, namely those that satisfy the specified condition. By mere
linguistic operations like quantification we can neither expand nor
contract our ontology; what we expand is our linguistic repertoire.

This, I believe, is a sufficient answer to the ontological question.
It shows how a functional reduction gives us a simplified ontology.
But how does the functional model of reduction meet the explana-
tory demands on reduction? In what way is a functional reduction
an explanatory reduction? I believe that this question has a satisfy-
ing answer. Why is M instantiated in systems of kind S whenever
Qi is instantiated by these systems? Because having M just is having
some property meeting causal specification C, and Qi is a property
that realizes M — that is, meets the specification C — in systems of
kind S. Why does this particular system instantiate M on this occa-
sion? Because it is instantiating Qi, one of M’s realizers. Why does
this M-instance cause an effect of kind E? Because it is in fact a Qi-
instance, where Qi is a realizer of M, and Qi-instances have effects

» I argue that such properties are not inductively projectible in

‘Multiple Realization and the Metaphysics of Reduction’, in Supervenience
and Mind (Cambridge: Cambridge University Press, 1993).
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of kind E. Since the causal powers of M-instances are identified
with those of their realizers, all questions about the causal relations
involving M-instances are answerable at the level of M’s realizers.
What more can we ask from an explanatory reduction of M?

When functionalism was introduced as an alternative to classic
type physicalism, that is, the brain-state theory, it was thought, and
is still widely thought, that it was a form of antireductionism — in
fact, the principal version of antireductionism about the mental.
What I am advocating is the exact opposite: the functionalizability of
mental properties is necessary and sufficient for reduction (sufficient
pending successful scientific discovery of their realizers for domains of
interest to us). This is not merely a redefinition of the term ‘reduc-
tion’; I hope I have persuaded you that the functional model points
us toward the right way to think about reduction. On this model of
reduction, then, emergent properties are easily characterized: a
property M is emergent relative to a given domain D of properties
just in case M is not functionalizable in terms of properties in D.

\%

In assessing where we now are with the mind-body problem, there-
fore, we must know where we stand with the functionalist approach
to the mental. It has been customary to distinguish between two
broad categories of mental phenomena, the intentional and the phe-
nomenal, without excluding those that have aspects of both (for
example, emotions). Intentionality is particularly evident in propo-
sitional attitudes, like belief, desire and intention. There has been
much scepticism about the viability of a functionalist account of
intentionality; in particular, Hilary Putnam, the father of function-
alism, has recently mounted sustained attacks on the causal/func-
tionalist accounts of content and reference, and John Searle has also
vigorously resisted the functionalization of intentionality.”
However, I remain unconvinced by these arguments; I don’t see
unsurmountable obstacles to a causal/functional account of inten-
tionality. Let me just say here that it seems to me inconceivable that
a possible world exists that is an exact physical duplicate of this
world but lacking wholly in intentionality.”’ Such a world must be
identical with ours in all intentional-psychological aspects.”

® See Hilary Putnam, Representation and Reality (Cambridge, MA:
MIT Press, 1988); Searle, The Rediscovery of the Mind.

2 [ believe others (perhaps Shoemaker and Block) have made a similar
observation. ‘

2 A position like this is explicitly defended by David Chalmers in The
Conscious Mind.
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The trouble comes from qualia. For, by contrast with the case of
intentional phenomena, we seem able to conceive a physical dupli-
cate of this world in which qualia are distributed differently or
entirely absent (a ‘zombie world’ as some call it). To get to the point
without fuss, it seems to me that the felt, phenomenal qualities of
experiences, or qualia, are intrinsic properties if anything is. To be
sure, we commonly refer to them using extrinsic/causal descrip-
tions; e.g., ‘the colour of jade’, ‘the smell of ammonia’, ‘the taste of
avocado’, and so on. However, this is entirely consistent with the
claim that what these descriptions pick out are intrinsic qualities,
not something extrinsic or relational. (Arguably it is because they
are intrinsic and subjective that we need to resort to relational
descriptions for intersubjective reference.) Compare our practice of
ascribing intrinsic physical properties to material objects by the use
of relational descriptions; e.g., ‘two kilograms’, ‘32 degrees
Fahrenheit’, etc. To say that an object has a mass of 2 kilograms is
to say that it will balance, on an equal arm balance, two objects each
of which would balance the Prototype Kilogram (an object stored
somewhere in France). That is the linguistic meaning, the ‘concept’
if you prefer, of ‘2 kilograms’; however, the property it designates,
having a mass of two kilogrames, is an intrinsic property of material
bodies.

If the qualitative properties of consciousness are intrinsic, they
will resist functionalization and hence reduction. My doubts about
the functionalist accounts of qualia are by and large based on the
well-known, and not uncontested, arguments from qualia inver-
sions and the familiar epistemic considerations. In any case, it seems
to me that if emergentism is correct about anything, it is more like-
ly to be correct about qualia than about anything else.”

This is what makes the stance you take on the problem of qualia
a decisive choice point with respect to the mind—body problem. Let
me close by noting how the question of reducibility relates to anoth-
er central problem in the metaphysics of mind, namely the problem
of mental causation. If mental property M is functionally reducible
in our sense, there is an easy answer to the question how M can have
causal powers in the physical domain. As we noted, the causal pow-
ers of any given M-instance are identical with the causal powers of
the particular physical realizer of M on that occasion, there being
no net addition of causal powers beyond those of physical proper-
ties. But if M is not functionally reducible it is difficult, in fact not
possible, to see how M, or M-instances, can exercise causal powers

3 This position on qualia and reductionism bears close similarity to the
positions defended by a number of philosophers — in particular, Joseph
Levine, Frank Jackson, David Chalmers and perhaps Ned Block.
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in the physical domain if we assume, as I believe we should, that the
physical domain is causally closed. Thus, the price we may have to
pay — I believe it 75 the price we must pay — for the irreducibility of
qualia is their causal powers: if they are irreducible, they are threat-
ened with causal impotence — at least, in the physical domain.*

In this way, the two central problems in the philosophy of mind,
the problem of consciousness and the problem of mental causation,
come together in the same arena. The only visible way of explain-
ing consciousness physically — that is, finding a place for it in the
physical world — is to functionalize it in the physical domain. If that
could be done, we could also solve the problem of its causal powers.
If, as seems likely, it cannot be done, consciousness is threatened
with epiphenomenalism. It seems, then, that we can preserve con-
sciousness, or any other aspect of our mentality, as something dis-
tinctive and autonomous only if we are willing to accept their causal
impotence. In short, the two problems make each other insoluble.”

Fifty years of debate have shown, I believe, that the central core
of the mind-body problem is constituted by two great and deep
puzzles, consciousness and mental causation. And these two puzzles
turn out to be intimately intertwined — the key to both is the ques-
tion whether phenomenal properties of consciousness can be func-
tionalized. I believe that is where we now stand with the mind-body
problem, half a century after its reintroduction into philosophy by
Ryle, Smart, Feigl and others.

* 1 believe the irreducibility leads to causal impotence tout court, but a
detailed argument must await another occasion.

» This way of putting it was suggested by David Chalmers in conversa-
tion.
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How to Find the Neural Correlate of
Consciousness*

NED BLOCK

There are two concepts of consciousness that are easy to confuse
with one another, access-consciousness and phenomenal conscious-
ness. However, just as the concepts of water and H,O are different
concepts of the same thing, so the two concepts of consciousness
may come to the same thing in the brain. The focus of this paper is
on the problems that arise when these two concepts of conscious-
ness are conflated. I will argue that John Searle’s reasoning about
the function of consciousness goes wrong because he conflates the
two senses. And Francis Crick and Christof Koch fall afoul of the
ambiguity in arguing that visual area V1 is not part of the neural
correlate of consciousness. Crick and Koch’s work raises issues that
suggest that these two concepts of consciousness may have different
(though overlapping) neural correlates — despite Crick and Koch’s
implicit rejection of this idea.

I will start with two quotations from Searle. You will see what
appears to be a contradiction, and I will later claim that the appear-
ance of contradiction can be explained if one realizes that he is
using two different concepts of consciousness. I’'m not going to
explain yet what the two concepts of consciousness are. That will
come later, after I’ve presented Searle’s contradiction and Crick and
Koch’s surprising argument.

Searle’s Contradiction

Searle discusses my claim that there are two concepts of conscious-
ness, arguing that I have confused modes of one kind with two

kinds:

*This is a substantially revised version of a paper in Trends in
Neuroscience 19/2 (1996). 1 am grateful to audiences at the 1996 con-
sciousness conference in Tucson, at the 1996 cognitive science confer-
ence at the University of Sienna, at the University of Oxford,
Department of Experimental Psychology, at Union College Department
of Philosophy and the Royal Institute of Philosophy. I am grateful to
Susan Carey, Francis Crick, Martin Davies, Christof Koch, David
Milner and to the editor of Trends in Neuroscience for comments on a
previous draft.
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There are lots of different degrees of consciousness, but door
knobs, bits of chalk, and shingles are not conscious at all ... These
points, it seems to me, are misunderstood by Block. He refers to
what he calls an ‘access sense of consciousness’. On my account
there is no such sense. I believe that he ... [confuses] what [ would
call peripheral consciousness or inattentiveness with total uncon-
sciousness. It is true, for example, that when I am driving my car
‘on automatic pilot’ I am not paying much attention to the details
of the road and the traffic. But it is simply not true that I am total-
ly unconscious of these phenomena. If I were, there would be a car
crash. We need therefore to make a distinction between the center
of my attention, the focus of my consciousness on the one hand,
and the periphery on the other.... [Italics added].'

Note that Searle claims that if I became unconscious of the road
while driving, the car would crash. Now compare the next argu-
ment.

the epileptic seizure rendered the patient totally unconscious, yet the
patient continued to exhibit what would normally be called goal-
directed behavior ... In all these cases, we have complex forms of
apparently goal-directed behavior without any consciousness.
Now why could all behavior not be like that? Notice that in the
cases, the patients were performing types of actions that were
habitual, routine and memorized ... normal, human, conscious
behavior has a degree of flexibility and creativity that is absent
from the Penfield cases of the unconscious driver and the uncon-
scious pianist. Consciousness adds powers of discrimination and
flexibility even to memorized routine activities ... one of the evo-
lutionary advantages conferred on us by consciousness is the
much greater flexibility, sensitivity, and creativity we derive from
being conscious.’

Note that according to the first quotation, if T were to become
unconscious (and therefore unconscious of the road and traffic), my
car would crash. But in the second quotation, he accepts Penfield’s
description ‘totally unconsciously’ as applying to the case of the
petit mal patient who drives home while having a seizure. Thus we
have what looks like a contradiction.

' John Searle, “Who is Computing with the Brain?’ Behavioral and Brain
Sciences 13/4 (1990), 632—4.

? John Searle, The Rediscovery of the Mind (Cambridge, MA: MIT
Press, 1992).
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Crick and Koch’s Peculiar Argument

I will now shift to Crick and Koch’s recent article in Nature® argu-
ing that V1, the first major way station in the brain for processing
visual signals, is not part of the neural correlate of consciousness
(what they call the NCC). Crick and Koch say that V1 is not part of
the neural correlate of consciousness because V1 does not directly
project to the frontal cortex. (They extrapolate (tentatively) from
the fact that no direct connections are known in macaques to no
connections in humans.) Their reasoning makes use of the premise
that part of the function of visual consciousness is to harness visu-
al information in the service of the direct control of reasoning and
decision-making that controls behaviour. On the hypothesis that the
frontal areas are involved in these mental functions, they argue that
a necessary condition of inclusion in the NCC is direct projection
to frontal areas. Though something seems right about their argu-
ment, it has nonetheless puzzled many readers. The puzzle is this:
why couldn’t there be conscious activity in V1 despite its lack of
direct connection to frontal cortex? This is Pollen’s* worry: ‘I see no
a priori necessity for neurons in perceptual space to communicate
directly with those in decision space.” The possibility of conscious
activity in V1 is especially salient in the light of Crick and Koch’s
suggestion that visual consciousness is reverberatory activity in
pyramidal cells of the lower layers of the visual cortex involving
connections to the thalamus.® For one wonders how they have ruled
out the possibility that such activity exists in V1 despite the lack of
direct connection between V1 and frontal cortex. They do not
address this possibility at all. The overall air of paradox is deepened
by their claim that ‘Our hypothesis is thus rather subtle; if it [no
direct connection] turns out to be true it [V1 is not part of the neur-
al correlate of consciousness] will eventually come to be regarded as
completely obvious’ (p. 123). But the reader wonders why this is
true at all, much less obviously true. When such accomplished
researchers say such puzzling things, one has to wonder if one is
understanding them properly.

I will argue that once the two concepts of consciousness are sep-
arated out, the argument turns out to be trivial on one reading and
not clearly compelling on the other reading. That’s the critical part
of my comment on Crick and Koch, but I have two positive points
as well. I argue that nonetheless their conclusion about V1 should

* F. Crick and C. Koch, ‘Are We Aware of Neural Activity in Primary
Visual Cortex?” Nature 375 (11 May 1995), 121-3.

* D. Pollen ‘Cortical Areas in Visual Awareness’, Nature 377 (28
September 1995), 2934,

* F. Crick, The Astonishing Hypothesis (New York: Scribners, 1994).
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be accepted, but for a different reason, one that they implicitly sug-
gest and that deserves to be opened up to public scrutiny. Further,
I argue that the considerations that they raise suggest that the two
concepts of consciousness correspond to different neural correlates
despite Crick and Koch’s implicit rejection of this idea.

The Two Concepts

The two concepts of consciousness are phenomenal consciousness
and access-consciousness®. Phenomenal consciousness is just experi-
ence; access-consciousness is a kind of direct control. More exactly,
a representation is access-conscious if it is poised for direct control
of reasoning, reporting and action.

One way to see the distinction between the two concepts is to con-
sider the possibility of one without the other. Here is an illustration
of access without phenomenal consciousness. In Anton’s
Syndrome, blind patients do not realize that they are blind (though
implicit knowledge of blindness can often be elicited). Hartmann et
al.” report a case of ‘Reverse Anton’s Syndrome’ in which the
patient does not realize that he is not really blind. The patient
regards himself as blind, and he is at chance at telling whether a
room is illuminated or dark. But he has a small preserved island of
V1 which allows him to read single words and recognize faces and
facial expressions if they are presented to the upper right part of the
visual field. When asked how he knows the word or the face, he says
‘it clicks’ and denies that he sees the stimuli. There is no obvious
factor in his social situation that would favour lying or self-decep-
tion. In addition to the damage in V1, he has bilateral parietal dam-
age, including damage to the left inferior parietal lobe. Milner and
Goodale® have proposed that phenomenal consciousness requires
ventral stream activity plus attention, and that the requisite atten-
tion can be blocked by parietal lesions. So perhaps this is a case of
visual access without visual phenomenal consciousness. (Note that
Milner and Goodale’s account is not in conflict with Crick and
Koch’s claim that V1 is not part of the NCC if activity in V1 is not
the object of attentional processes.)

So we see that access-consciousness without phenomenal con-

¢ N. Block, ‘On a Confusion about a Function of Consciousness’,
Behavioral and Brain Sciences 18/2 (1995), 227—47.

7 J. A, Hartmann et al.,, ‘Denial of Visual Perception’, Brain and
Cognition 16 (1991), 29—-40.

* A. D. Milner and M. A. Goodale, The Visual Brain in Action (Oxford:
Oxford University Press, 1995).
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sciousness makes sense and may even exist in a limited form. What
about the converse, phenomenal consciousness without access? For
an illustration at the conceptual level, consider the familiar phe-
nomenon in which one notices that the refrigerator has just gone off.
Sometimes one has the feeling that one has been hearing the noise
all along, but without noticing it until it went off. One of the many
possible explanations of what happens in such a case illustrates phe-
nomenal consciousness without access-consciousness: before the
refrigerator went off, you had the experience (phenomenal con-
sciousness) of the noise (let us suppose) but there was insufficient
attention directed towards it to allow direct control of speech, rea-
soning or action. There might have been indirect control (the vol-
ume of your voice increased to compensate for the noise) but not
direct control of the sort that happens when a representation is
poised for free use as a premise in reasoning and can be freely
reported. (It is this free use that characterizes access-conscious-
ness.) On this hypothesis, there is a period in which one has phe-
nomenal consciousness of the noise without access-consciousness of
it. Of course, there are alternative hypotheses, including more sub-
tle ones in which there are degrees of access and degrees of phe-
nomenality. One might have a moderate degree of both phenomenal
consciousness of and access to the noise at first, then filters might
reset the threshold for access, putting the stimulus below the thresh-
old for direct control, until the refrigerator goes off and one notices
the change. The degree of phenomenal consciousness and access
consciousness may always match. Although phenomenal conscious-
ness and access-consciousness differ conceptually (as do the con-
cepts of water and H,O) we don’t know yet whether or not they real-
ly come to the same thing in the brain.

Once one sees the distinction, one sees many pure uses of both
concepts. For example, the Freudian unconscious is access-uncon-
scious. A repressed memory of torture in a red room could in prin-
ciple be a phenomenally vivid image; what makes it unconscious in
the Freudian sense is that it comes out in dreams, slips, fleeing from
red rooms and the like rather than directly controlling behaviour.
Thus in principle an image can be unconscious in one sense (not
poised for access), yet experienced and therefore conscious in
another sense (phenomenally).

Searle’s contradiction

Let’s go back to Searle’s contradiction. You will recall that he says
that if he were to become unconscious of the details of the road and
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traffic, the car would crash. “When | am driving my car “on auto-
matic pilot” I am not paying much attention to the details of the
road and the traffic. But it is simply not true that I am totally
unconscious of these phenomena. If I were, there would be a car
crash.” But he also says that Penfield’s famous unconscious driver is
‘totally unconscious’, yet manages to drive home. Note that there is
no room for resolving the contradiction via appeal to the difference
between ‘conscious’ and ‘conscious of’. If Penfield’s driver is ‘total-
ly unconscious’, then he is not conscious of anything. And thus we
have a conflict with the idea that if one were to become unconscious
of the road and traffic, the car would crash. Can we resolve the con-
tradiction by supposing that what Searle thinks is that normally if
one were to become unconscious of the road the car would crash,
but the Penfield case is an abnormal exception? Not likely, since
Searle’s explicit conclusion is that consciousness adds flexibility,
creativity and sensitivity to action — suggesting that he thinks that
consciousness is simply not necessary to routine activities like dri-
ving home.

I think that appeal to the access/phenomenal distinction does
serve to resolve the contradiction. The resolution is that Searle is
presupposing that the Penfield petit mal seizure case loses phenom-
enal consciousness but still has sufficient access-consciousness to
drive. But when he says that if he were unconscious of the road the
car would crash, he is thinking of loss of both phenomenal and
access-consciousness — and it is the loss of the latter that would
make the car crash.

I find that audiences I have talked to about this issue tend to
divide roughly evenly. Some use ‘conscious’ to mean phenomenal
consciousness — to the extent that they control their uses. Others use
‘conscious’ to mean either access-consciousness or some kind of
self-consciousness. But Searle’s error suggests that he — and I don’t
think he is alone ~ mixes the two concepts together.

How Crick and Koch’s Argument Depends on a Conflation

Crick and Koch argue that V1 is not part of the neural correlate of
consciousness because V1 does not project to frontal cortex. Visual
consciousness is used in harnessing visual information for directly
guiding reasoning and decision making and direct projection to
frontal cortex is required for such a use. But what concept of con-
sciousness are Crick and Koch deploying? They face a dilemma. If
they mean phenomenal consciousness, then their argument is
extremely interesting but unsound: their conclusion is unjustified. If
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they mean access-consciousness, their argument is trivial. Let me
explain.
Let us look at their argument more closely. Here it is:

1. Neural machinery of visual consciousness harnesses visual
information for direct control of reasoning and decision mak-
ing.

2. Frontal areas subserve these functions.

3. V1 does not project directly to frontal cortex.

4. So V1 is not part of neural correlate of consciousness.

Note that the ‘direct’ in premise 1 is necessary to generate the con-
clusion. But what reason is there to suppose that there cannot be
some neural machinery of visual consciousness — V1, for example —
that is part of the machinery of control of reasoning and decision
making, but only indirectly so? If by ‘consciousness’ we mean phe-
nomenal consciousness, there is no such reason, and so premise 1 is
unjustified. But suppose we take ‘consciousness’ to mean access-con-
sciousness. Then premise 1 is trivially true. Of course the neural
machinery of access-consciousness harnesses visual information for
direct control since access consciousness just zs direct control. But
the trivial interpretation of premise I trivializes the argument. For
to say that if V1 does not project directly to areas that control action,
then V1 is not part of the neural correlate of access-consciousness is
to say something that is very like the claim that if something is a
sleeping pill, then it is dormitive. Once Crick and Koch tell us that
V1 is not directly connected to centres of control, nothing is added
by saying that V1 is not part of the neural correlate of conscious-
ness in the access sense. For an access-conscious representation just
is one that is poised for the direct control of reasoning and decision
making.

On this reading, we can understand Crick and Koch’s remark
about their thesis that ‘if it [V1 is not directly connected to centres
of control] turns out to be true it [V1 is not part of the neural cor-
relate of consciousness] will eventually come to be regarded as com-
pletely obvious’. On the access-consciousness interpretation, this
remark is like saying that if it turns out to be true that barbiturates
cause sleep, their dormitivity will eventually come to be regarded as
completely obvious.

To avoid misunderstanding, I must emphasize that I am not say-
ing that it is a triviality that neurons in V1 are not directly connect-
ed to frontal areas. That is an empirical claim, just as it is an empir-
ical claim that barbiturates cause sleep. What is trivial is that if neu-
rons in V1 are not directly connected to frontal areas, then neurons
in V1 are not part of the neural correlate of access-consciousness.
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Similarly, it is trivial that if barbiturates cause sleep, then they are
dormitive.

That was the ‘access-consciousness’ interpretation. Now let us
turn to the phenomenal interpretation. On this interpretation, their
claim is very significant, but not obviously true. How do we know
whether activity in V1 is phenomenally conscious without being
access-conscious? As mentioned earlier, Crick and Koch’s own
hypothesis that phenomenal consciousness is reverberatory activity
in the lower cortical layers makes this a real possibility. They can
hardly rule out this consequence of their own view by fiat. Crick
and Koch’ say, “We know of no case in which a person has lost the
whole prefrontal and premotor cortex, on both sides (including
Broca’s area), and can still see.” But there are two concepts of see-
ing, just as there are two concepts of consciousness. If it is the phe-
nomenal aspect of seeing that they are talking about, they are ignor-
ing the real possibility that patients who have lost these frontal areas
can see.

Crick and Koch attempt to justify the ‘directly’ by appeal to rep-
resentations on the retina. These representations control but not
directly; and they are not conscious either. Apparently, the idea is
that if representations don’t control directly, then they are not con-
scious. But this example cuts no ice. Retinal representations have
neither phenomenal nor access-consciousness. So they do not
address the issue of whether V1 representations might have phe-
nomenal but not access-consciousness.

So Crick and Koch face a dilemma: their argument is either not
substantive or not compelling.

Is the Point Verbal?

Crick and Koch often seem to have phenomenal consciousness in
mind. For example, they orient themselves towards the problem of
‘a full accounting of the manner in which subjective experience
arises from these cerebral processes ... Why do we experience any-
thing at all? What leads to a particular conscious experience (such as
the blueness of blue)? Why are some aspects of subjective experi-
ence impossible to convey to other people (in other words, why are
they private)?’"

Crick and Koch often use ‘aware’ and ‘conscious’ as synonyms, as

* F. Crick and C. Koch, untitled response to Pollen, Nature 377 (28
September 1995), 294-5.

' F. Crick and C. Koch, ‘Why Neuroscience May Be Able to Explain
Consciousness’, sidebar in Scientific American, December 1995, 92.
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does Crick in The Astonishing Hypothesis. For example, the thesis of
the paper in Nature' is that V1 is not part of the neural correlate of
consciousness and also that V1 is not part of the neural correlate of
visual awareness. But sometimes they appear to use ‘awareness’ to
mean access-consciousness. For example, ‘All we need to postulate
is that, unless a visual area has a direct projection to at least one of
[the frontal areas], the activities in that particular visual area will
not enter visual awareness directly, because the activity of frontal
areas is needed to allow a person to report consciousness’ (p. 122,
emphases added). What could ‘consciousness’ mean here?
‘Consciousness’ can’t mean gccess-consciousness, since reporting is
a kind of accessing, and there is no issue of accessing access-con-
sciousness. Consciousness in the sense in which they mean it here is
something that might conceivably exist even if it cannot be report-
ed or otherwise accessed. And consciousness in this sense might
exist in V1. Thus when they implicitly acknowledge an access/phe-
nomenal consciousness distinction, the possibility of phenomenal
without access consciousness looms large.

My point is not a verbal one. Whether we use ‘consciousness’ or
‘phenomenal consciousness’, ‘awareness’ or ‘access-consciousness’,
the point is that there are two different concepts of the phenomenon
or phenomena of interest. We have to acknowledge the possibility
in principle that these two concepts pick out different phenomena.
Two vs. one: that is not a verbal issue.

Are the Neural Correlates of the Two Kinds of
Consciousness Different?

Perhaps there is evidence that the neural correlate of phenomenal
consciousness is exactly the same as the neural correlate of access-
consciousness? The idea that this is a conceptual difference without
a real difference would make sense both of much of what Crick and
Koch say and of much of the empirical work on consciousness. But
paradoxically, the idea that the neural correlates of the two concepts
of consciousness coincide is one which Crick and Koch themselves
actually give us reason to reject. Their hypothesis about the neural
correlate of visual phenomenal consciousness is that it is localized in
reverberatory circuits involving the thalamus and the lower layers of
the visual cortex'’. This is a daring and controversial hypothesis.
But it entails a much less daring and controversial conclusion: that
the localization of visual phenomenal consciousness does not involve

" Crick and Koch, ‘Are We Aware?’

2 Tbid.
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the frontal cortex. However, Crick and Koch think that the neural
correlate of access-consciousness does involve the frontal cortex.
Even if they are wrong about this, it would not be surprising if the
brain areas involved in visual control of reasoning and reporting are
not exactly the same as those involved in visual phenomenality.

One way for Crick and Koch to respond would be to include the
neural correlates of both access- and phenomenal consciousness in
the ‘NCC’. To see what is wrong with this, consider an analogy.
The first sustained empirical investigation of heat phenomena was
conducted by the Florentine Experimenters in the seventeenth cen-
tury. They didn’t distinguish between temperature and heat, using
a single word, roughly translatable as ‘degree of heat’, for both.
This failure to make the distinction generated paradoxes. For exam-
ple. when they measured degree of heat by the test ‘Will it melt
paraffin?’ heat source A came out hotter than B, but when they mea-
sured degree of heat by how much ice a heat source could melt in a
given time, B came out hotter than A." The concept of degree of
heat was a mongrel concept, one that lumps together things that are
very different.'

The suggestion that the neural correlate of visual consciousness
includes both the frontal lobes and the circuits involving the thala-
mus and the lower layers of the visual cortex would be like an advo-
cate of the Florentine Experimenters’ concept of degree of heat
saying that the molecular correlate of degree of heat includes both
mean molecular kinetic energy (temperature) and total molecular
kinetic energy (heat). The right way to react to the discovery that a
concept is a mongrel is to distinguish distinct tracks of scientific
investigation corresponding to the distinct concepts, not to lump
them together.

Another way for Crick and Koch to react would be to include
both the frontal lobes and the circuits involving the thalamus and
the lower layers of the visual cortex in the neural correlate of phe-
nomenal consciousness. (Koch seems inclined in this direction in
correspondence.) But this would be like saying that the molecular
correlate of heat includes both mean and total molecular kinetic
energy. The criteria that Crick and Koch apply in localizing visual
phenomenal consciousness are very fine grained, allowing them to
emphasize cortical layers 4, 5 and 6 in the visual areas. For example,
they appeal to a difference in those layers between cats which are
awake and cats which are in slow wave sleep, both exposed to the

¥ M. Wiser and S. Carey, ‘When Heat and Temperature Were One’, in
Mental Models, ed. D. Gentner and A. Stevens (Hillsdale, N.].: Erlbaum,
1983).

" See N. Block, ‘On a Confusion’.
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same visual stimuli. No doubt there are many differences between
the sleeping and the waking cats in areas outside the visual cortex.
But we would need a very good reason to include any of those other
differences in the neural correlate of visual phenomenology as
opposed, say, to the non-phenomenal cognitive processing of visual
information.

A Better Reason for not Including V1 in the NCC

Though 1 find fault with one strand of Crick and Koch’s reasoning
about V1, I think there is another strand in the paper that does jus-
tify the conclusion, but for a reason that it would be good to have
out in the open and to distinguish from the reasoning just discussed.
(Koch tells me that what I say in this paragraph is close to what they
had in mind.) They note that it is thought that representations in V1
do not exhibit the Liand effect (colour constancy). But our experi-
ence, our phenomenal consciousness, does exhibit the Land effect,
or so we would all judge. We should accept the methodological prin-
ciple: at this early stage of inquiry, accept what people say about their
own experience. Following this principle and assuming that the
claim that cells in V1 don’t exhibit colour constancy is confirmed,
then we should accept for the moment that representations in V1 are
not on the whole phenomenally conscious. This methodological
principle is implicitly accepted throughout Crick’s and Koch’s
work.

An alternative route to the same conclusion would be the assump-
tion that the neural correlate of phenomenal consciousness is ‘part
of’ the neural correlate of access-consciousness (and so there can be
no phenomenal without access-consciousness). Phenomenal con-
sciousness is automatically ‘broadcasted’ in the brain, but perhaps
there are other mechanisms of broadcasting. (Blindsight would be a
weak example.) So even if the ‘reverse Anton’s syndrome’ case
turns out to be access- without phenomenal consciousness, Crick
and Koch’s conclusion might still stand. This is a weaker argument
than the one just given because of the possibility that colour non-
constant information is actually broadcast in the brain but
‘swamped’ by colour constant information from higher visual areas.

Note that neither of the reasons given here make any use of the
finding that V1 is not directly connected to frontal areas.

The assumption that phenomenal consciousness is part of access
consciousness is very empirically risky. One empirical phenomenon
that favours taking phenomenal without access-consciousness seri-
ously is the fact that phenomenal consciousness has a finer grain

33



Ned Block

than access-consciousness based on memory representations. For
example, normal people can recognize no more than 80 distinct
pitches, but it appears that the number of distinct pitch-experiences
is much greater. This is indicated (but not proven) by the fact that
normal people can discriminate 1400 different frequencies from one
another.”” There are many more phenomenal experiences than there
are concepts of them,

Despite these disagreements, I greatly admire Crick’s and Koch’s
work on consciousness and have written a very positive review of
Crick’s book.' Crick has written ‘No longer need one spend time
.... [enduring] the tedium of philosophers perpetually disagreeing
with each other. Consciousness is now largely a scientific problem.’"’
I think this conceptual issue shows that even if largely a scientific
issue, it is not entirely one. There is still some value in a collabora-
tion between philosophers and scientists on this topic.

" D. Raffman, ‘On the Persistence of Phenomenology’, in Conscious
Experience, ed. T. Metzinger (Place: Schningh, 1995).

'* N. Block, Review of Francis Crick, The Astonishing Hypothesis,
Contemporary Psychology, May 1996, pp. 427-9.

7 F. Crick, ‘Visual Perception: Rivalry and Consciousness’, Nature 379
(2 August 1996), 485-6.
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Embodiment and the Philosophy of
Mind

ANDY CLARK

I Introduction: The Rediscovery of the Body and of the
World

Cognitive science is in some sense the science of the mind. But an
increasingly influential theme, in recent years, has been the role of
the physical body, and of the local environment, in promoting adap-
tive success. No right-minded cognitive scientist, to be sure, ever
claimed that body and world were completely irrelevant to the
understanding of mind. But there was, nonetheless, an unmistake-
able tendency to marginalize such factors: to dwell on inner com-
plexity whilst simplifying or ignoring the complex inner—outer inter-
plays that characterize the bulk of basic biological problem-solving.'
This tendency was expressed in, for example, the development of
planning algorithms that treated real-world action as merely a way of
implementing solutions arrived at by pure cognition (more recent
work, by contrast, allows such actions to play important computa-
tional and problem-solving roles?). It also surfaced in David Marr’s?
depiction of the task of vision as the construction of a detailed three-
dimensional image of the visual scene. For possession of such a rich
inner model effectively allows the system to ‘throw away’ the world

! Notable exceptions to this trend include work such as J. J. Gibson, The
Ecological Approach to Visual Perception (Boston: Houghton-Mifflin,
1979) and, in a more philosophical key, Maurice Merleau-Ponty’s, La
Structure du Comportment (Paris: Presses Universitaires de France, 1942).
Recent work in Animate Vision and ecological optics (see Section II
below) is clearly influenced by Gibsonian ideas, while treatments such as
F. Varela, E. Thompson and E. Rosch, The Embodied Mind (Cambridge,
MA: MIT Press, 1991) explicitly acknowledge Merleau-Ponty. There is a
brief discussion of these historical roots in chapter 8 of my own Being
There: Putting Brain, Body and World Together Again (Cambridge, MA:
MIT Press, 1997).

? See, e.g., P. Agre and S. Rosenschein (eds.) Computational Theories of
Interaction and Agency (Cambridge, MA: MIT Press, 1996); D. Kirsh and
P. Maglio ‘On Distinguishing Epistemic from Pragmatic Action’,
Cognitive Science 18 (1995), 513—49; and E. Hutchins, Cognition in the
Wild (Cambridge, MA: MIT Press, 1995).

3 See D. Marr Vision (San Francisco, CA: W. H. Freeman, 1982).
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and to focus subsequent computational activity on the inner model
alone.* More generally, the whole vision of cognition as inner oper-
ations on internal world models reflects an explanatory strategy
which might reasonably be dubbed isolationism:?

(Isolationism)

The world is (just) a source of inputs and an arena for outputs,
and the body is (just) an organ for receiving the inputs and effect-
ing the outputs (actions). The task of early processing is to ren-
der the inputs as an inner world-model of sufficient richness to
allow the bulk of problem-solving activity to be defined over the
inner model alone.

Isolationism, it is fair to say, is in increasing disrepute. But the pre-
cise shape of an alternative approach remains unclear. Anti-isola-
tionist assertions range from the relatively innocent insistence that
we won’t achieve a balanced vision of what the brain does until we
pay more heed to the complex roles of body and world, to the self-
consciously revolutionary accusation that mind itself is not, after all,
a special inner arena populated by internal models and representa-
tions but is rather the operation of a profoundly interwoven system,
incorporating aspects of brain, body and world ~ a system which
resists informative analysis in terms of the old notions of inner mod-
els, representations and computation.® The most radical anti-isola-
tionist vision thus depicts human beings as a species of (so-called)

* This tradition is nicely critiqued in P. S. Churchland, V.
Ramachandran and T. Sejnowski, ‘A Critique of Pure Vision’ in C. Koch
and ]J. Davies (eds.), Large-Scale Neuronal Theories of the Brain
(Cambridge, MA: MIT Press, 1994).

* Roboticists refer (usually disparagingly) to this isolationist vision as
the idea of a linear Sense-Think—Act Cycle, See, e.,g., C. Malcolm, T.
Smithers and J. Hallam, ‘An Emerging Paradigm in Robot Architecture’,
Edinburgh University Department of Artificial Intelligence Technical Report,
1989. i

¢ Major statements of this view include J. Haugeland, ‘Mind Embodied
and Embedded’ in Y.-H. Houng and J.-C. Ho (eds.), Mind and Cognition
(Tapei, Taiwan: Academia Sinica, 1995), pp. 3-38, and T. Van Gelder,
‘What Might Cognition Be, If Not Computation?’ Fournal of Philosophy
92/7 (1995), 345-81. Closely related claims and arguments appear in 'T.
Van Gelder and R. Port. ‘It’s About Time’ Introduction to R. Port and T.
Van Gelder (eds.), Mind as Motion: Dynamics, Behavior, and Cognition
(Cambridge, MA: MIT Press, 1995). E. Thelen and L. Smith, 4 Dynamic
Systems Approach to the Development of Cognition and Action. (Cambridge,
MA: MIT Press, 1994), and Varela, Thompson and Rosch, The Embodied
Mind.
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post-Cartesian agent.” The post-Cartesian agent is a locus of knowl-
edge, acts for reasons and has beliefs and desires. Yet she harbours
no internal representations and resists analysis in terms of any cog-
nitely important distinctions between inner and outer processes,
between perception, cognition and action, or between mind, body
and world.

I shall argue that the post-Cartesian vision is unconvincing and
that a key move in the argument (a move [ dub the ‘cognitive-to-
coping shift’) is both dialectically suspect and empirically unsound.
More positively, I shall argue for a much weaker but still anti-isola-
tionist stance: one that nevertheless suggests the need for some deep
revisions in our understanding of the nature of internal representa-
tions and inner world models. The foundational and conceptual
challenges thus prove real enough, even when stripped of their rad-
ical post-Cartesian trimmings.

II Inner Symbol Flight

The outright rejection of the notion of internal representation is
just the extreme limiting case of a marked tendency that might be
dubbed ‘inner symbol flight’. This flight involves the progressive
rejection of more and more of the apparatus and assumptions asso-
ciated with the vision of cognition as the manipulation of chunky
inner symbols. According to one simple (and historically important)
vision, semantically sensible transitions between mental states are
best explained in terms of syntactically constrained transitions
between inner symbol strings. These symbol strings contained dis-
crete elements corresponding rather closely to the semantic ele-
ments identified in sentential descriptions of the relevant mental
states. Thus, the thought that John loves Mary is imagined to be
realized as a complex inner symbol string that incorporates distinct
and independently manipulable elements standing for ‘John’ ‘loves’
and ‘Mary’.?

This vision of simple inner symbolic atoms (unstructured base
items) corresponding rather closely to the familiar concepts and

7 This vision is clearly contemplated in Haugeland ‘Mind Embodied’
and in Van Gelder, ‘What Might Cognition Be?’ Both authors, however,
recognize the large space of intermediate possibilities. The term ‘post-
Cartesian agent’ is from Van Gelder, p. 381. See also Thelen and Smith ,
A Dynamic Systems Approach, p. 338, Van Gelder and Port, It's About
Time’, p. ix. .

® See ]J. Fodor and Z. Pylyshyn, ‘Connectionism and Cognitive
Architecture: A critical analysis’, Cognition 28 (1988), p. 13.
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relations enshrined in daily discourse was challenged by the devel-
opment of distributed connectionist’ models. The sentential para-
digm' was replaced, in this research, by a vision of internal repre-
sentations as distributed patterns of activity across a whole array of
simple processing units. Such distributed patterns were allowed to
overlap in semantically significant ways, giving rise to a variety of
computationally significant side-effects including free generaliza-
tion, damage-resistance, etc."

More recently still, we have witnessed increased attention to the
temporal dynamics of the inner representational vehicles. The use
of (for example) simple recurrent neural networks'? allows informa-
tion to be encoded not just in instantaneous patterns of activity but
in temporally extended processing trajectories. In these networks,
much of the information-processing power resides in the way a cur-
rent state allows or restricts future change and evolution. The pro-
gression has thus been from a view of simple, atomistic inner sym-
bols to a notion of spatially distributed patterns, to a notion of spa-
tially and temporally distributed patterns. The inner vehicles of con-
tent, courtesy of this progression, have come to look less and less
like simple inner states and more like increasingly complex inner
processes.

This metamorphosis, moreover, is probably still incomplete.
Future developments look set to include seeing many inner vehicles
as multiply functional and seeing aspects of the inner architecture
as dynamically reconfigurable. Multiple functionality would mean
that one and the same inner resource may play a variety of content-
bearing roles" (perhaps varying in accordance with local context).
Dynamic reconfigurability would mean that the inner architecture
is itself subject to rapid change and reorganization, as when the
release of a chemical neuromodulator causes two neural networks to
temporarily fuse and behave as one.

° See D. Rumelhart, J. McClelland and the PDP Research Group,
Pavallel Distributed Processing: Explorations in the Microstructure of
Cognition, Vols. I and 11 (Cambridge, MA: MIT Press, 1986).

1 P. S. Churchland, Neurophilosophy (Cambridge, MA: MIT Press,
1986).

" The details need not concern us here. But see e.g. my Microcognition:
Philosophy, Cognitive Science and Parallel Distributed Processing
(Cambridge, MA: MIT Press, 1989), for discussion.

2 J. Elman, ‘Representation and Structure in Connectionist Models’, in
G. Altman (ed.), Cognitive Models of Speech Processing (Cambridge, MA:
MIT Press, 1991).

3 For some hints of such content-sensitive complexity, see J. Knierim
and D. Van Essen, ‘Visual Cortex: Cartography, Connectivity and
Concurrent Processing’, Current Opinion in Neurobiology 2 (1992), 150-5.
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The moral, then, is that our understanding of the nature of the
(putative) inner vehicles of content is in a state of extreme flux,
characterized by a rapid flight from the initial image of static,
chunky unstructured inner symbols. This flight has a content-relat-
ed aspect too. For as the inner vehicles have become more complex,
so the characteristic contents seem to have become more partial and
fragmentary. This is because the emphasis has shifted from isola-
tionist forms of problem-solving towards iterated series of agent-
environment interactions. This shift is nicely exemplified by recent
work in the field known as Animate Vision."

Recall Marr’s depiction'” of the task of vision. The task, accord-
ing to Marr, is to construct a rich inner model of the three-dimen-
sional visual scene on the basis of the available (two-dimensional)
input information. Recent work in the field known as Animate
Vision takes a very different tack. This work depicts the task as,
simply, the use of visual strategies to control behaviour, in real-
world contexts, at as low a computational cost as possible. To this
end, Animate Vision avails itself of three central ploys.

1. The use of task-specific cues and shortcuts.
2. The use of body-centred (egocentric) strategies.
3. The use of repeated environmental interactions.

Task-specific cues and shortcuts include, for example, the use of
personalized idiosyncratic strategies such as searching for bright
yellow (a cheap, easy visual cue) when searching for my coffee cup
(which just happens to be canary yellow). Egocentric strategies
include the use of so-called deictic pointers (explained below).
Repeated environmental interactions include, for example,the use of
repeated visual saccades to visit and re-visit different aspects of a
scene retrieving specific information only as and when required.
The case of deictic pointers can serve as a general illustration. A
pointer in classical Artificial Intelligence is an inner state which can
function in self-contained computational routines but which can
also point to other data structures.'® This pointing allows the
retrieval, when required, of more detailed information, and the
effective binding of certain items of information to others. Such
binding often needs to be temporary, as when we bind certain fea-
tures (e.g. bright yellow) to certain current (but clearly temporary)
visual locations (e.g. ‘vellow detected at the top left of visual field’).
Deictic pointers, however, are actual bodily orientations (such as
* D. Ballard, ‘Animate Vision’, Artificial Intelligence 48 (1991), 57-86.
5 D. Marr, Vision (San Francisco, CA: W. H. Freeman, 1982).
' See, e,g., Z. Pylyshyn (ed.), The Robot’s Dilemma: The Frame Problem
in Artificial Intelligence (Norwood: Ablex, 1987).
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saccadic eye movements) that play the same kind of functional role.
The idea is that the system is set up so that the very act of fixating
a particular aspect of a visual scene implements a kind of temporary
variable binding in which the detected features are bound to a given
spatial location. A related example concerns binding a ‘reaching-
and-grasping’ routine to a target object. Here too the binding may
be cheaply implemented using what is informally called a ‘do-it-
where-I’'m-looking’ strategy. Here, the system is set up so that the
grasping routine is automatically directed to the currently fixated
visual location. In all these cases, the authors comment:

The external world is analogous to computer memory. When fix-
ating a location, the neurons that are linked to the fovea refer to
information computed from that location. Changing gaze is anal-
ogous to changing the memory reference in a silicon computer."’

One important thrust of the Animate Vision research, then, is that
bodily actions (such as saccadic eye motions) can play vital compu-
tational roles. Another is that repeated agent-environment interac-
tions obviate much of the need to create all-purpose, detailed inter-
nal world models. By visiting and re-visiting different aspects of the
current scene as and when required, we allow the world to function
as ‘its own best model’. The research programme is thus staunchly
anti-isolationist. But it is not by any means ‘post-Cartesian’ - it does
not reject the very ideas of internal models and representations, so
much as reconfigure them in a sparser and more interactive image.
We still read of ‘inner databases’ e.g. ones that associate small
objects, such as my car keys, with larger, easily detectable locations,
such as on the kitchen table), of ‘internal featural representations’
(of colour, shape, etc.), of ‘indexical representations’ that specify
locations relative to bodily position and so on. What is being reject-
ed is emphatically not the notion of inner content-bearing states per
se, but rather the much more specific notion that we construct rich,
memory-intensive internal representations of all aspects of the cur-
rent visual scene.

A similar profile is presented by much actual research into real-
world robotics. A good example is work'® in real-world robotic nav-
igation in which knowledge of location is directly encoded as a per-
ceptuo-motor routine: a routine that actually specifies how to move

7 D. Ballard, M. Hayhoe, P. Pook and R. Rao, ‘Deictic Codes for the
Embodiment of Cognition’, Behavioral and Brain Sciences, forthcoming.

'® M. Matraric, ‘Navigating with a Rat Brain: A Neurobiologically
Inspired Model for Robot Spatial Representation’, in J.-A. Meyer and S.
Wilson (eds.), From Animals to Animals 1 (Cambridge, MA, MIT Press,
1991). This work is further discussed in Clark, Being There, chapter 2.
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the robot from its present position to the target location. In these
models the inner map is itself the controller of the appropriate
action. There is no need for a further system to access the map and
to plan a route. The robot’s knowledge is thus both descriptive and
prescriptive' — a dual nature that affords great economies both in
terms of response-time and computational effort. Once again, we
see interesting work that is not so much anti-representational as
sparsely representational. The crucial distinction, it seems to me, is
not between representational and non-representational solutions so
much as between rich and expensive forms of internal representa-
tion (which may increase flexibility but which often require addi-
tional computational work to specify a behavioural response) and
sparser, more action-oriented forms of representation.

The most convincing work in Animate Vision and real-world
robotics thus stops well short of the full ‘post-Cartesian’ rejection
of inner models and representations. Why, then, have some theo-
rists gone on to question the idea of internal representations and
inner models tout court?

IIT Radical Interactionism

The leading anti-representationalist argument” seems to turn on
the impact of dense, reciprocal causal exchanges uniting agent and
environment in a complex web of mutual influence. Under such
conditions, it is argued, the kinds of representational decomposition
and analysis that work so well for many contemporary computer
models of intelligent processes simply get no foothold. The prob-
lem (it is argued) is that the notion of x representing y is too one-
way and too simplistic to do justice to cases in which x is continu-
ously affecting and being affected by y and vice versa. Yet typical

¥ For more on this theme, see R. Millikan ‘Pushmi-pullyu
Representations’, in L. May, M. Friedman and A. Clark (eds.), Mind and
Morals (Cambridge, MA: MIT Press, 1996).

» This argument is the centrepiece of Van Gelder, “What Might
Cognition Be?’ where we read, for example, that: “The core dynamical
hypothesis ... goes hand in hand with a conception of cognitive systems ...
as complexes of continuous, simultaneous and mutually-determining
change. [ ] In this vision, the cognitive system is not just the encapsulated
brain; rather, since the nervous system, body, and environment are all con-
stantly changing and simultaneously influencing each other, the true cog-
nitive system is a single unified system embracing all three’ (p. 373). The
argument is also visible in Van Gelder and Port, ‘It’s About Time’, pp.
23-5, in Thelen and Smith, A Dynamic Systems Approach, p. 27, and in
Varela, Thompson and Rosch, The Embodied Mind, pp. 172-5.
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agent—environment interactions, the argument continues, often pre-
sent just such a complex and circular causal profile.

Consider ballroom dancing. As you dance, your motions (if you
are a good dancer!) are both continuously influenced by and an
influence upon, those of your partner: the two sets of motions ‘co-
evolve’ in a highly interdetermined way. Nor is the presence of two
human agents essential to the phenomenon. The same complex
relation obtains between (for example) an experienced windsurfer
and her rig: the windsurfer constantly affects and is affected by the
set of the rig. Van Gelder makes the same point using the extend-
ed example of the Watt (or centrifugal) governor — a device which
maintains a steam engine at a steady speed by both affecting and
being affected by the engine speed.? Such episodes of mutual
influence were much discussed both in early cybernetics® and in
the work of the French phenomenologist Maurice Merleau-
Ponty.”

Where such continuous, dense, circular causal influence obtains, it
is argued, the tools of representational (and computational) analysis
run aground. The idea of explaining the shape of these complex on-
going agent—environment interactions by depicting inner states as
representing outer ones is rejected as coarse and unilluminating.
Instead, inner and outer co-evolve in a mathematically precise way
that is best captured (so the argument goes) by the use of coupled dif-
ferential equations in which the current values of certain internal
variables appear as parameter settings in the evolution equation for
the external system and vice versa.” Fortunately, the details of such a
dynamical systems model are unimportant for present purposes.”
What matters is rather the general shape of the argument. Van
Gelder puts it well:

' Here Van Gelder “‘What Might Cognition Be?’ (p. 353) notes that: ‘arm
angle and engine speed are at all times both determined by, and determining,
each other’s behavior ... there is nothing mysterious about this relationship
... Yet it is much more subtle and complex than the standard concept of rep-
resentation can handle.” This example is treated in detail in A. Clark and J.
Toribio, ‘Doing Without Representing?’ Synthese 101 (1995), 401-31.

22 For example, in W. Ross Ashby’s Introduction to Cybernetics (New
York: Wiley, 1956).

» Maurice Merleau-Ponty, The Structure of Behavior (New York:
Beacon, 1963). Originally La Structure du Comportment (Paris: Presses
Universitaire de France, 1942).

* For an accessible introduction to these dynamical approaches, see S.
Kelso Dynamic Patterns (Cambridge, MA: MIT Press, 1995). A classic
text is R, Abraham and C. Shaw Dynamics — The Geometry of Behavior
(Redwood, CA: Addison-Wesley, 1992).
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The internal operation of a system interacting with an external
world can be so subtle and complex as to defy description in rep-
resentational terms. (p. 38l1.)

Before responding to this argument, it is worth pausing to clarify
the challenge. For what is at issue is not the status of certain sys-
tems (ourselves, for example) as representers. That is a given. We
surely do represent our world, our past, our possible futures, our
absent friends and so on. We think of these things and states of
affairs and to that extent we clearly represent them to ourselves.
What is not a given (and what is at issue here) is that we use inter-
nal representations to do so. The point is that the scientific claim
that cognition involves internal representations (and computations
defined over them) is meant not as a simple rehearsal of the fact
that we are thinkers, but as a substantial and explanatorily potent
empirical hypothesis: the kind of thing that could indeed turn out
to be false. The falsifiable claim, to a first approximation, is that
there exist distinct, identifiable inner states or processes whose sys-
temic or functional role is to stand in for specific features or states
of affairs.

This notion of internal stand-ins is, however, itself ambiguous. It
is ambiguous® between a weak notion in which x ‘stands in’ for y iff
X is an inner resource that (a) carries information about y and (b) is
used to control behaviour, and a much stronger notion in which the
inner resource must be capable of functioning as a genuine surro-
gate, i.e. be capable of systematically controlling appropriate behav-
iour even if y is absent or non-existent. A neural population? closely
keyed to bodily orientation and used to control on-line skilled action
may thus be counted as a system of weak stand-ins. And even here
the representational gloss seems to tell us something useful about
the purpose of the neuronal population. But such a population,
though it engages in the information-based control of action, need
not be capable of driving appropriate actions in the absence of the
(weakly represented) state of affairs. It is this latter, and surely less
common, capacity to act as an inner surrogate in the absence of direct
environmental control that, I suggest, characterizes the strongest

» For a fuller discussion, see Clark, Being There, chapters 5, 6 and 8.

% See A. Clark and R. Grush, ‘Towards a Cognitive Robotics’ (submit-
ted).

7 For example, the posterior parietal neuronal population in the rat
which encodes information about which way the rat’s head is facing and
which is exploited in radial maze running — see B. Naughton and L. Nadel,
‘Hebb~Marr Networks and the Neurobiological Representation of Action
in Space’, in M. Gluck and D. Rumelhart (eds.), Neuroscience and
Connectionist Theory (Erlbaum, 1990).
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and most conceptually unequivocal cases of internal representa-
tion.?

The problem then is that the entire argument concerning the cir-
cular causal complexity of rich agent—environment interactions is
vitiated by its failure to engage the real issue of strong representa-
tion. All the examples share (and must share) a certain problematic
feature, namely, they are all cases in which the target behaviour is
continuously driven and modified by the relevant environmental para-
meter. Yet one major motivation for positing internal representa-
tions in the first place was to explain our puzzling capacity to go
beyond such tightly coupled agent—world interactions and to coor-
dinate our activities and choices with the distal, the modal and the
non-existent. The original notion of internal representation is thus
grounded in the notion of strong inner surrogates and is merely
extended (perhaps problematically) to the case of (merely) informa-
tion-bearing inner states used for the control of action. This helps
to explain why the best cases for the argument-from-continuous-
reciprocal-causation may well strike us as rather poor examples of
traditionally cognitive phenomena. For they depend crucially on the
constant presence of the relevant environmental factors and thus do
not strike us as especially representation-hungry?® in the first place.
Properly representation-hungry scenarios would be, for example,
planning next year’s vacation, using mental imagery to count the
number of windows in your old house (this example is from Dan
Dennett, in conversation), doing mental arithmetic, dreaming, etc.,
etc.

The dialectical situation is, however, rather delicate. For the anti-
representationalist may now reply that the point of her argument,
in part, was to suggest that these traditional cases (of what might be
termed ‘environmentally de-coupled’ reason) are in fact empirically
marginal and that the bulk of daily intelligent response displays pre-
cisely the richly interactive profile the argument highlights.
Environmentally de-coupled reason, it is claimed, is at best a tip-of-
the-iceberg phenomenon. What is being promoted is thus a shift of
emphasis away from off-line cogitation and onto real-time interac-
tive engagement® — a kind of cognitive-to-coping shift.

This shift in emphasis is in one sense welcome. From both an

# David Israel ‘Bogdan on Information’, Mind & Language 3/2 (1988),
123-40 makes essentially the same point. See also Brian Cantwell Smith,
The Origin of Objects (Cambridge, MA: MIT Press, 1996).

» The phrase is from Clark and Toribio, ‘Doing Without
Representing?’.

* This move is explicitly made in Haugeland, ‘Mind Embodied’ and is
also clearly in evidence in van Gelder and Port, ‘It’'s About Time’.
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evolutionary and a developmental® point of view, real-world real-
time responsiveness is clearly in some sense primary. But as we shall
now see, the notion that the richly interactive case is in some way
biologically basic is in fact perfectly compatible with the claim that
off-line environmentally de-coupled reason is not the mere tip of
the adaptive iceberg. Indeed, the way to forge a genuinely cognitive
science of embodied, environmentally embedded agency is, I
believe, precisely to target the relations between densely coupled
and more strongly representationally mediated forms of adaptive
success. This is the project that I dub Minimal Cartesianism, and to
which we now turn.

IV Minimal Cartesianism

Minimal Cartesianism seeks to locate the roots of strongly represen-
tational reason in the richly interactive settings emphasized in work
on embodied cognition. Thus consider the phenomenon of skilled
reaching.”> Smooth, skilled reaching involves the use of propriocep-
tive feedback — signals that tell the brain how the arm is oriented in
space. But the timing of these signals poses a problem. The minimal
delay between the onset and the use of such information looks to be
between 200 and 500 milliseconds.” Yet we make essential trajectory
corrections, that look to be governed by such feedback, within the
first 70 milliseconds* of reaching. How does nature turn the trick?
This problem of requiring feedback before it is practically avail-
able crops up in industry too: in chemical plants, bioreactors and so
forth.”* One common solution, in these cases, is to add a forward

%' See Thelen and Smith, 4 Dynamic Systems Approach.

2 1 borrow this case from R. Grush, ‘Emulation and Cognition’
(Ph.D. Dissertation, University of California at San Diego, 1995). A fur-
ther treatment is available in Clark and Grush, ‘Towards a Cognitive
Robotics’.

% This figure is established by, for example, using artificial vibrators
strapped to the tendons to disrupt proprioceptive signals arriving from the
muscle spindles, and timing the gap between such disruptive input and
alterations to the arm motion itself (see C. Redon, L. Hay and ]. L. Velay,
‘Proprioceptive Control of Goal Directed Movements in Man, Studied by
Means of Vibratory Muscle Tendon Stimulation’, Ffournal of Motor
Control 23/2 (1991), 101-8).

% See J. van der Meulen, R. Gooskens, ]. J. Dennier van der Gon, C. C.
A. M. Gielen and K. Wilhelm, ‘Mechanisms Underlying Accuracy in Fast
Goal-directed Arm Movements in Man’, Journal of Motor Behavior 22/1
(1990), 67-84.

% See Grush, ‘Emulation and Cognition’ for a review.
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model or emulator into the systems. This is a circuit that takes as
input a specification of both the previous state of the system and
the commands just issued, and that gives as output a prediction of
the feedback that should later arrive. The emulator thus generates a
kind of mock feedback signal available substantially in advance of
the real thing.

Nature, it now seems, may deploy much the same strategy. There
is a growing body of neuroscientific evidence® that suggests that
neural circuitry spanning the cortico-spinal tract, the red nucleus,
the inferior olive, the contralateral dentate and cerebellar cortex
may be playing just such a role. Such circuitry looks to take a copy
of the afferent motor command and to output a fast prediction of
the feedback later due arrive by the slow 200-500 millisecond route.

The same trick has been replicated in a variety of neural net-
work® models. What matters for our purposes, however, is an addi-
tional conjecture. It is the conjecture®® that the biological emulator
circuit plays a dual role. This dual role involves both the fine tun-
ing of on-line reaching (the normal case, in which the emulator cir-
cuit acts as an aid to smooth real-time reaching) and the production
of visuo-motor imagery allowing the off-line mental rehearsal of
motor routines. In the latter case, the emulator circuit is now run-
ning alone, de-coupled from the real-world action system. Such an
additional role for the very same emulator circuitry implicated in
daily skilled reaching looks evolutionarily plausible and helps to
explain some otherwise puzzling results. These include the robust
finding that mental rehearsal can actually improve sports skills** and
the surprising activity of the cerebellum (generally thought of as a
motor area) during mental imagery.*

* See M. Ito, The Cerebellum and Neural Control (New York: Raven
Press, 1984), M. Kawato, K. Furukawa and R. Suzuki, ‘A Hierarchical
Neural Network Model for the Control and Learning of Voluntary
Movement’, Biological Cybernetics 57 (1987), 169-85, and D. Wolpert, Z.
Ghahramani and M. Jordan, ‘An Internal Model for Sensorimotor
Integration’, Science 269 (1995), 1880-2.

7 E.g. M. Kawato, ‘Computational Schemes and Neural Network
Models for Formation and Control of Multijoint Arm Trajectory’, in W.
T. Miller ITI, R. Sutton and P. Werbos (eds.), Neural Networks for Control
(Cambridge, MA: MIT Press, 1990), Wolpert et al., ‘An Internal Model’.

% Grush, ‘Emulation and Cognition’.

¥ See e,g. D. Fetz and D. Landers, ‘The effects of Mental Practice on
Motor Skill Learning and Performance: A Meta-Analysis’, Journal of
Sport Psychology 5 (1983), 25-57.

“ J. Decety, H. Sjoholm, E. Ryding, G. Stenberg and D. Ingvar, ‘The
Cerebellum Participates in Cognitive Activity’, Brain Research 535 (1990),
313-17.
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Motor emulation circuitry, if this is correct, is both an aid to flu-
ent, real-world action and a support for independent, environmen-
tally decoupled mental rehearsal. It is thus a minimally Cartesian
mental tool, but one that is parasitic upon adaptations closely geared
to the promotion of smooth real-time agent—environment interac-
tions. As a result, even the modestly Cartesian phenomenon of visu-
al imagination remains closely tied to the biomechanics and action-
taking profile of the agent.

Given this profile, we can see why isolationist methodologies and
assumptions may prove inadequate even in the case of certain kinds
of environmentally decoupled cognitive skills. For such skills may
remain action-oriented at one remove, courtesy of the constraints
on the original endowment: an endowment that is now redeployed
to serve ‘off-line’ ‘Cartesian’ ends. Crucially, this failure of isola-
tionism should not be seen as an invitation to scepticism about
internal representation and inner models. In the emulator case, at
least, it is clearly apparent that we are now dealing with identifiable
circuitry whose functional role is, at times, strongly representation-
al. Yet the account is perfectly compatible with the various morals
and emphases suggested by the action-oriented research discussed
in section 11 above. The conciliatory position that I favour thus
involves combining the stress on real-world, real-time action with a
search for the biologically basic roots of more decoupled forms of
thought and problem-solving. For it is only by confronting the lat-
ter class of cases that representationalism can be given a fair trial.

V Scaling, Rationality and Complexity

Minimal Cartesianism aims to build bridges between the recent
emphasis on richly interactive tasks and the more traditionally cog-
nitive focus on decoupled reason. To that end it stresses the use of
multiple, partial, action-oriented inner models and of deictic, idio-
syncratic and action-oriented internal representations. The com-
pelling question at this point becomes whether we can really hope
to explain the full gamut of human cognition without at some point
just reinventing the classical image of context-neutral, rich, action-
independent, highly manipulable inner symbolic structures. In
short, can Minimal Cartesianism scale up so as to account for the
full complexities of ‘higher cognition’?

Such ‘scaling up’, if it is to have a reasonable chance of success,
must give due credit to the way external structures, linguistic
actions and cultural practices all conspire to effectively re-configure
the shape of the computational spaces we must negotiate in order to
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solve more complex and abstract problems. Complex human cogni-
tion is best depicted as occurring at the fecund interface between a
variety of action-oriented internal resources and a larger scaffolding
of external structures, tools and practices: a supportive web that
acts so as to substantially alter the computational spaces that can be
explored by our form of basic, on-board biological reason. A classic
example* is the use of pen and paper to do (e.g.) long multiplica-
tion: a trick that allows us to use an iterated sequence of simple
inner computations (such as 7 x 7, 4 x 4) and a sequence of exter-
nally stored and manipulated inscriptions so as to solve much more
complex problems (such as 777 x 444). Public language, I elsewhere
argue, plays a wide variety of similar roles.” The mere act of
labelling, as Dennett® points out, affords great economies of search
and classification, while the capacity for linguistic rehearsal may,
according to Ray Jackendoff,** be what enables us to attend to the
details of our own thoughts — thus opening up vast new possibilities
of reflection and analysis.* External artefacts and social organiza-
tions likewise alter and transform the tasks that individual brains
need to perform. The cognitive anthropologist Ed Hutchins* offers,
in this vein, a wonderfully detailed and persuasive account of the
process of ship navigation in which it is the overall system com-
prised of multiple brains, bodies and instruments that solves the
navigation problem. Each crew member within this larger nexus
merely monitors and responds to certain simple environmental con-
ditions. The responses alter a few aspects of the shared work space
and thus promote and support similar forms of responsiveness
among the others. The whole process constitutes an environmental-
ly extended computational flow in which multiple agents, simple

“ D. Rumelhart, J. McClelland, P. Smolensky and G. Hinton, ‘Schemata
and Sequential Thought Processes in PDP Models’, in D. Rumelhart, ]J.
McClelland and the PDP research Group (eds.), Parallel Distributed
Processing: Explorations in the Microstructure of Cognition, vol. 11
(Cambridge, MA: MIT Press, 1986), pp. 7-58.

2 A, Clark, ‘Magic Words: How Language Augments Human
Cognition’, in P. Carruthers and J. Boucher (eds.) Thought and Language:
Interdisciplinary Themes (Cambridge: Cambridge University Press, forth-
coming).

“ D. Dennett, ‘Labelling and Learning’, Mind and Language 8 (1994),
540-8. See also Chapter 13 of his Darwin’s Dangerous Idea (New York:
Simon & Schuster, 1995).

# R. Jackendoff, ‘How Language Helps Us Think’, Pragmatics and
Cognition 4/1 (1996), pp. 1-34.

# Ibid., pp. 19-22.

“ E. Hutchins, Cognition in the Wild (Cambridge, MA: MIT Press,
1995).
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routines, and a variety of external props and artefacts (such as nau-
tical slide rules) all combine to solve a complex problem.

Even a minimally Cartesian treatment of basic biological reason
may thus hope to scale up so as to illuminate the full panoply of
human thought and reason. The trick is to take the issue of exter-
nal scaffolding very seriously indeed (and especially to recognize the
computational virtues of public language: the one action-neutral
symbolic code we already know ourselves to possess). One implica-
tion of this approach to the scaling problem is that we will need, at
times, to study these larger systems (of multiple communicating
brains and artefacts) as organized wholes and to recognize extended
computational processes spanning the boundaries between brain,
body and world. Such assertions can easily be mistaken for antipa-
thy towards the study of inner resources and processes. But the real
challenge, once again, is to interlock the two approaches and thus to
relocate individual human reason in its proper ecological niche.

The project also raises questions about the notion of human
rationality itself. Isolationist cognitive science tended to depict
rationality in terms of semantically apt transitions between inner
mental states. Turing’s achievement, as repeatedly stressed by Jerry
Fodor,*”” was to show how such transitions could be supported by a
purely mechanical process. The environmentally extended
approach just mooted need not reject that account. It may (and
should) incorporate Turing’s central idea of inner processes whose
syntactic® properties preserve semantic relations. But this will be
just part of a more encompassing theory that allows rational behav-
iour to supervene on wider webs of structure involving other agents,
artefacts and aspects of the local environment.

There remains a worry about complexity. Even if the general pro-
ject sketched in this paper proves attractive (the project of bridging
between interaction-based models and more environmentally
decoupled forms of reason), it could still turn out that the inner
vehicles of content prove too spatially and temporally complex to
figure in illuminating accounts of mental processes. Such a worry
gains some force from recent demonstrations of the role of complex
recurrent connections® in modulating the information-processing
profile of neuronal populations and from the sheer difficulty of

¥ For example, see the comments on pp. 277-8 of his ‘Replies to
Critics’, in B. Loewer and G. Rey (eds.), Meaning in Mind: Fodor and his
critics (Oxford: Blackwell, 1991), pp. 255-319.

“# Syntactic properties are any non-semantic properties that can be
directly exploited by a physical system. Temporally extended processes, as
described in section I1, are in this sense syntactic too.

# Knierim and Van Essen, ‘Visual Cortex’, 150-5.
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assigning specific content-bearing roles to tracts of neural machin-
ery. These complexities and difficulties can lead to a subtly differ-
ent kind of scepticism in which it is the complexity of the inner
story itself (not the inner—outer interaction) that is supposed to
make trouble for the representational analysis.

The issues here are more purely empirical and it is impossible,
given the current state of research, to make any firm predictions.
But one interesting possibility is that new analytic tools may yet
provide the means to identify functionally important patterns of
activity. Dynamical systems analyses, of the kind sometimes pro-
moted as an alternative to the representational approach, may in fact
help us to identify tractable inner vehicles despite the presence of
burgeoning spatial and temporal complexity. This possibility is
clearly noted by van Gelder*® himself, who allows that ‘an exciting
feature of the dynamical approach is that it offers opportunities for
dramatically reconceiving the nature of representation in cognitive
systems’. Internal representations, then, may be realized not as sim-
ple inner states but as dynamical patterns of just about any con-
ceivable kind. Such patterns may, in addition, be transient entities
that form only in response to the details of current context. We thus
better appreciate the limits of the inner vehicle metaphor itself.
Such vehicles need be neither simple nor static in order to play a
representational role.

Van Gelder’s observation is important. He does not take himself
to have shown that there are no internal representations: just that
there might not be any, and that if there are they may take a very dif-
ferent form to the one we once expected. I have tried to show that
some of the more specific sceptical considerations he advances (con-
cerning the potential complexity of agent—environment interac-
tions) fail (and must fail) to make contact with the original pro-rep-
resentationalist argument: an argument grounded directly in our
capacities for environmentally decoupled reason. The revisionary
representationalist option, however, remains open, appealing and
increasingly in evidence in actual cognitive scientific applications.®

In sum, our vision of biological reason is rapidly changing. There
is a growing emphasis on the computational economies afforded by
real-world action and a growing appreciation of the way larger
structures (of agents and artefacts) both scaffold and transform the
space of individual reason. These twin forces converge on a rather
more minimalist account of individual cognitive processing — an
account that tends to eschew rich, all-purpose, action-neutral inter-
nal models and sentential forms of internal representation. Such

% Van Gelder, “‘What Might Cognition Be?’.

5! See papers in Port and Van Gelder (eds.), Mind as Motion.
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minimalism, however, has its limits. Despite some rather ambitious
arguments, there is currently no reason to doubt the guiding vision
of individual agents as both loci of modest internal representations
and users of a variety of inner world models. Rather than opposing
representationalism against interactive dynamics, we should be
embracing a broader vision of the inner representational realm and
seeking the crucial continuities between tightly coupled behaviour-
al strategies and the more ‘Cartesian’ space of environmentally de-
coupled reason. Our reward will be a better vision of rational
agency itself.
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Folk Psychology and Mental
Simulation

MARTIN DAVIES AND TONY STONE

This paper is about the contemporary debate concerning folk psy-
chology — the debate between the proponents of the theory theory of
folk psychology and the friends of the simulation alternative.' At the
outset, we need to ask: What should we mean by this term ‘folk psy-
chology’? '

Shall we perhaps say that folk psychology is just what the folk
know (or believe) about psychological matters? The problem with
this putative definition is that, if folk psychology is a body of known
or believed propositions about psychology, then it may be said that
folk psychology is a psychological theory. This would threaten to
render invisible even the possibility of an alternative to the theory
theory of folk psychology.

Someone might respond to this problem by saying that not just
any collection of propositions about psychology deserves to be
called a theory. Only a set of propositions organized around gen-
eralizations that support counterfactuals and are appropriately

Some of the material in this paper was presented at the Pacific
Division meeting of the American Philosophical Association and at the
University of Michigan, as well as at seminars in Canberra, Melbourne,
Oxford, Paris and Sydney. We are grateful to many friends and col-
leagues, including Ned Block, Greg Currie, Allan Gibbard, Robert
Gordon, Paul Harris, Jane Heal, Frank Jackson, Janet Levin, Christopher
Peacocke, Philip Pettit, Huw Price, Peter Railton, Ian Ravenscroft,
Michael Smith, Dan Sperber, Stephen Stich and Kendall Walton, for
comments and conversations. MD is pleased to acknowledge financial
support from the Australian National University and the Humanities
Research Board of the British Academy and is especially grateful to
members of the Philosophy Department at the University of Michigan
for the opportunity to visit as the James B. and Grace ]. Nelson
Philosopher in Residence.

! Much of the relevant literature is gathered in three collections: Folk
Psychology: The Theory of Mind Debate, ed. M. Davies and T. Stone
(Oxford: Blackwell Publishers, 1995); Mental Simulation: Evaluations and
Applications, ed. M. Davies and T. Stone (Oxford: Blackwell Publishers,
1995); and Theories of Theories of Mind, ed. P. Carruthers and P. K. Smith
(Cambridge: Cambridge University Press, 1996).
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objective will earn that title.? So, folk psychology will be a theory
only if what the folk know or believe about psychology has some-
thing of the character of a science. This response has some plausi-
bility. There is surely something to be said for this restrictive use of
the term ‘theory’, and it will be important in Section III of this
paper, when we consider explanation and understanding. But many
of the participants in the debate between the theory theory and the
simulation alternative have used the term ‘theory’ in an extremely
inclusive way. For example, Stephen Stich and Shaun Nichols adopt
a ‘wide interpretation’ of the term on which ‘just about any inter-
nally stored body of information about a given domain [counts] as
an internally represented theory of that domain’.’ Our initial aim is
to describe the debate — or at least one aspect of the debate — in a
way that takes account of the use of the term ‘theory’ to include any
body of knowledge, belief or information.

Instead of beginning with folk psychology as what the folk know
or believe about psychology, we do better to start with folk psycho-
logical practice — a practice in which we all engage on an everyday
basis. We describe people as bearers of psychological states. We
explain people’s behaviour (or decisions, or judgements or other
psychological states) by appeal to their psychological states. We pre-
dict people’s behaviour (or decisions, or judgements or other psy-
chological states) by relying on assumptions about their psycholog-
ical states. The debate between the theory theory and the simulation
alternative can then be seen as a debate about this three-stranded
practice.’

2T. Nagel, The View from Nowhere (Oxford: Oxford University Press,
1986), p. 5: ‘A view or form of thought is more objective than another if it
relies less on the specifics of the individual’s makeup and position in the
world, or on the character of the particular type of creature he is.’

* 8. Stich and S. Nichols, ‘Folk Psychology: Simulation or Tacit
Theory?’ in Folk Psychology, ed. Davies and Stone, p. 133. See also S.
Stich and S. Nichols, ‘Second Thoughts on Simulation’, in Mental
Simulation, ed. Davies and Stone; S. Nichols, S. Stich, A. Leslie and D.
Klein, ‘Varieties of Off-Line Simulation’, in Theories of Theories of Mind,
ed. Carruthers and Smith.

* The debate (particularly in its early stages) seems to have been con-
ducted under two assumptions. One is that there is a single question to
be asked about folk psychology. The other is that the theory theory and
the simulation alternative offer the only two viable approaches to answer-
ing that question. But both of these assumptions are flawed. As against
the first assumption, we would say that there are many different, and
fairly independent, questions to be asked about folk psychological prac-
tice, each one of which might be given a theory theory or a simulation
theory style of answer. (See T. Stone and M. Davies, “The Mental
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Amongst the many questions that can be asked about folk psy-
chological practice, one question that has been central in much of
the recent literature is the basis question: What is the basis of our
ability to engage in folk psychological practice?® Indeed, a great deal
of attention has been focused on the basis question applied to just
the prediction strand of folk psychological practice. The greater
part of this paper shares this relatively narrow focus (sections I and
II). Only in the final section do we move to consider explanation
and understanding.

I Prediction, Theory and Simulation

What would be the theory theory’s account of folk psychological
prediction, and what alternative account would the simulation
theory offer? We approach the question indirectly by considering
first a case of prediction in a straightforwardly physical domain.
How could someone predict the change in pressure of the gas in a
cylinder when its temperature is raised?

Prediction in a physical domain

One possibility would be to use an empirical generalization about
the way in which the pressure of a volume of gas increases as its

> Elsewhere (Stone and Davies, “The Mental Simulation Debate: A
Progress Report’, p. 120), we have put the question this way: ‘What
resources do mature adult humans draw upon as they go about the busi-
ness of attributing mental states, and predicting and explaining one anoth-
er’s mental states and actions?” We called it the explanatory question about
normal adult folk psychological practice. We have now opted to call it the
basis question lest the term ‘explanatory’ suggest that the question relates
only to the explanation strand of folk psychological practice.

Simulation Debate: A Progress Report’, in Theories of Theories of Mind,
ed. Carruthers and Smith, pp. 119-20, for nine such questions. No doubt
there are more.) As against the second assumption, we would make two
brief points. One point is that we cannot simply assume that the two
terms, ‘theory theory’ and ‘simulation theory’, even when quite gener-
ously construed, cover the whole space of possible answers to the ques-
tions that are at issue. The other point is that, even for a single question,
and even when the theory theory and the simulation alternative are the
only approaches in view, the correct answer might be a hybrid, drawing
on both approaches.

55



Martin Davies and Tony Stone

temperature increases.® In this case, the predictor would be drawing
on a body of information about gases, in line with a theory theory
account. Another possibility would be to draw on a theory about the
movement and energy of gas molecules. By considering the forces
exerted on the walls of the cylinder, the predictor might arrive at a
prediction of increased pressure without actually having antecedent
knowledge of the temperature-pressure law. Or again, the predictor
might not draw on any knowledge about gases in general, but sim-
ply make use of a formula relating the temperature and pressure of
the gas in this particular cylinder. Given the inclusive notion of
theory that is in play, this would count as use of a theory.

There is, of course, an alternative to these theory-based strategies
for arriving at a prediction about the pressure of the gas in a cylin-
der, A, after its temperature is raised. We could take another simi-
lar cylinder of gas, B, heat it to the temperature in question, and
measure the pressure. Provided that the cylinder B really is rele-
vantly similar to cylinder A, this method is liable to yield an accu-
rate prediction. By using the behaviour of the second cylinder of
gas as a stmulation of the behaviour of the first cylinder, we can
make a prediction about cylinder A in the absence of any antecedent
empirical knowledge about changes in the behaviour of gases under
increases in temperature.

In order to use simulation in this way to predict the pressure in
gas cylinder A, we need to use another real gas cylinder and we need
to raise its temperature in reality. This simulation in reality provides
for prediction in the absence of antecedent empirical knowledge
about the behaviour of gases. A predictor who did not have a sec-
ond cylinder to hand could, of course, imagine having a second gas
cylinder. Or a predictor who was armed with a second gas cylinder
but did not want to heat it could imagine its temperature being
raised. But in order for either of these imaginative strategies to yield
a prediction about the pressure in cylinder A, the predictor would
need to develop the imagined gas cylinder narrative beyond its
starting 'point (‘There is a cylinder of gas. It is heated up. And
then...”); and to do this, the predictor would need to draw on some
theory — some body of information — about the behaviour of gases.’

¢ The general principle is that pressure is proportional to (absolute) tem-
perature and inversely proportional to volume. In the present context, the
volume is constant. If, instead, the temperature is regarded as constant
then the resulting principle, that volume is inversely proportional to pres-
sure, is known as Boyle’s law.

” This kind of prediction by simulation in imagination is closely con-
nected with the use of thought experiments in science. Thought experi-
ments are often important in the development of theory, and so it may
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As a strategy for predicting the pressure in cylinder A, simulation in
1magination must deploy essentially the same resources as those that
are used according to the theory theory account. So, in this case at
least, simulation in imagination is theory-driven simulation.® It is
only simulation in reality that constitutes a genuine alternative to
the use of empirical theory in prediction.

Psychological prediction

In the folk psychological case, it is clear enough how knowledge of
an empirical theory about psychological matters can yield predic-
tions. The body of theory drawn on might consist of some relative-
ly superficial generalizations about (personal level) psychological
properties (cf. the laws relating temperature, pressure and volume
of gases) or postulates about (subpersonal level) information pro-
cessing apparatus (cf. postulates about the movement and energy of
gas molecules); or it might be information that is specifically about
a particular individual (e.g. someone whom the predictor knows
well; cf. a formula linking temperature and pressure in cylinder A).

It is also clear that, in the psychological case, simulation in reali-
ty can be an effective way of generating predictions without relying
on knowledge of empirical theory. Suppose that I want to predict
(i) how a person C will feel (or how soon C will fall over) after drink-
ing a pint of whisky, or (ii) how the Miiller-Lyer illusion will look
to C, or (iii) how C will feel and what he will decide to do if he is
suspended over a cliff on a rope and he cannot find a foothold and
his hands are starting to slip, or (iv) whether C will draw the con-
clusion that something is white from his belief that snow is white.’

¢ See A. I. Goldman, ‘Interpretation Psychologized’, in Folk Psychology,
ed. Davies and Stone, p. 85, for the distinction between theory-driven and
process-driven simulation.

® The whisky example is discussed by Jane Heal, ‘How to Think About
Thinking’, in Mental Simulation, ed. Davies and Stone, p. 48, and by
Richard Moran, ‘Interpretation Theory and the First Person’,

seem implausible to say that simulation in imagination draws on theory.
We need to note, once again, that an inclusive notion of theory is in play,
and that in some cases the propositions drawn on will simply be intuitive
assumptions about what kinds of thing do, or do not, tend to happen in the
physical world. See, for example, R. Sorenson, Thought Experiments
(Oxford: Oxford University Press, 1992), pp. 52-4, for an account of
Stevinus’s use (in 1605) of a thought experiment to determine the force
needed to keep a ball from moving down an inclined plane. One of the
assumptions at work in this case was that perpetual motion does not hap-
pen.
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In each case, I can use the strategy of placing another person, D,
into the same situation and observing D’s reactions. This may well
yield a correct prediction about C, provided that C and D are rele-
vantly similar ((i) in the way that alcohol affects their bodily consti-
tution; (ii) in the way that their visual systems work; (iii) in the way
that they experience and act on emotions; (iv) in the way that they
reason). To the extent that I, myself, am relevantly similar to C, I
have an option that is not available to me in the case of gas cylinder
simulation in reality; namely, I can place myself into those situa-
tions and observe my own reactions. I drink a pint of whisky, or look
at the two lines, or dangle perilously over a cliff, or draw out some
simple inferences from my belief that snow is white. Indeed, in dis-
cussions of mental simulation in reality, it is usually this option of
using oneself in a simulation that is considered."

But it is mental simulation in imagination that is central for the
simulation theory. We saw that gas cylinder simulation in imagina-
tion needs to be driven by empirical theory. Does the same go for

1S, Stich and S. Nichols, ‘Cognitive Penetrability, Rationality and
Restricted Simulation’, Mind and Language, 12 (1997), p. 302, call this
‘actual-situation-simulation’. It is important to avoid a possible confusion
here. In some important examples, a protagonist has a false belief about
her situation: there is a difference between the situation as it actually is and
the situation as the protagonist takes it to be. A subject who is asked to pre-
dict what the protagonist will think or do may make an incorrect predic-
tion by focusing on the situation as it actually is rather than the situation
as the protagonist takes it to be. (This is what very young children tend to
do. There is a substantial empirical literature on the false belief task. See,
for example, H. Wimmer and J. Perner, ‘Beliefs About Beliefs:
Representation and Constraining Function of Wrong Beliefs in Young
Children’s Understanding of Deception’, Cognition, 13 (1983), pp.
103-28.) But this predictive strategy is not what Stich and Nichols mean
by ‘actual-situation-simulation’ (and not what we mean by ‘simulation in
reality’). Rather, actual-situation-simulation would involve placing myself
into the same situation as the protagonist and making myself (perhaps per
tmpossibile) subject to the same false belief.

Philosophical Quarterly, 44 (1994), p. 163. The Miiller-Lyer illusion is dis-
cussed by Robert Gordon, ‘Reply to Stich and Nichols’, in Folk
Psychology, ed. Davies and Stone, pp. 175~6. The example of emotional
response to a story is discussed by Kendall Walton, ‘Spelunking,
Simulation and Slime: On Being Moved by Fiction’, in Emotion and the
Arts, ed. M. Hjort and S. Laver (Oxford: Oxford University Press, 1997),
and Ian Ravenscroft, ‘What Is It Like to be Someone Else?: Simulation
and Empathy’, Ratio, 11 (1998). The case of inference is central in Heal’s
discussions. We take the example from Allan Gibbard, ‘Brains, Thoughts,
and Norms’, unpublished manuscript.
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mental simulation? It seems clear that if, with a view to making a
prediction about C, I imagine placing another person D into the
same situation, then I shall need to draw on theory in order to
develop the simulation beyond this starting point. But if what I
imagine is actually being in the situation,' then simulation in imag-
ination might allow a prediction about C to be generated. What this
prospect seems to depend on is the possibility that my imagining
being in a situation engages the same psychological or mental
processes in me as would be operative if I were really in that situa-
tion.

Consider, then, the conditions under which simulation in imagi-
nation would yield correct predictions in the four sample cases that
we have mentioned. (i) If simulation in imagination is to yield a cor-
rect prediction about how C will feel after drinking a pint of whisky,
then imagining drinking a pint of whisky must produce in me feel-
ings of giddiness leading to a fall — or at least imagined feelings of
giddiness leading to an imagined fall. (ii) In the case of the Miiller-
Lyer illusion, imagining the two lines and the arrowheads must lead
to a visual experience — real or imagined — as of one line being
longer than the other. (iii) When I imagine being suspended over a
cliff on a rope, this act of imagination must lead to real or imagined
feelings of fear and panic. (iv) When I imagine believing that snow
is white (or, more to the point, when I imagine believing that, say,
butter is white — something that I do not, in reality, believe), this
must lead to the real or imagined act of judging that something is
white.

We take it that the facts about these cases are roughly as follows.
(i) Imagining drinking a pint of whisky does not, in and of itself,
produce real or imagined feelings of giddiness. The bodily process-
es that lead up to a feeling of giddiness are not engaged by the imag-
ined consumption of alcohol in the same way that they would be
engaged by the real consumption of alcohol. If my simulation in
imagination does move forward from the drinking to the feelings,
then this is because I am bringing to bear some empirical knowl-
edge about how people typically feel — or about how I usually feel —
after consuming large quantities of alcohol.

(i1) Imagining the lines and the arrowheads does not, in and of
itself, generate the Miiller-Lyer illusion in imagination. The visual
processes that give rise to the illusion are not engaged by the imag-
ined confrontation with that array of lines and arrowheads in the
same way that they would be by the real presentation of the array.
(iii) On the other hand, imagining being in that dangerous situation,

1 B, A. O. Williams, ‘Imagination and the Self’, in Problems of the Self
(Cambridge: Cambridge University Press, 1973).
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dangling at the end of a rope, may well lead to real feelings of fear
or panic, without my drawing on any empirical theory about how
people in that kind of situation typically feel. Imagined danger may
engage a range of bodily and emotional processes in somewhat the
same way that real danger does.

(iv) Finally, imagining believing the premises of an argument (that
butter is white) certainly can lead me to an imagined judgement of
the conclusion (that something is white), without my using any
antecedently known empirical theory about how people typically rea-
son. There is an important contrast between the case of reasoning
from imagined beliefs and the case of emotional response to imagined
danger. The bodily symptoms of fear or panic may well be real, even
though the danger is only imagined. But in the case of reasoning, if
my commitment to the premises is only an imagined commitment,
then my judgement of the conclusion is similarly imagined rather
than real. The process leading from one to the other is, however, real,
and not merely imaginary, reasoning; and that real reasoning may also
prompt a real judgement, namely, the conditional judgement that if
the premises were true then so would be the conclusion.

What all this suggests is that the prospects for psychological pre-
diction by simulation in imagination, without the use of empirical
theory, are not utterly forlorn. It may also seem to suggest that we
need to set about the task of cataloguing which psychological
processes are engaged in the same way by imagined inputs as by real
inputs. But while real interest and importance would attach to that
cataloguing project, it is also important to note that it is not just a
brute fact that imagining premises engages our reasoning abilities in
the same way that really believing the premises does.'” Rather, the
explanation of this fact is that reason relations (such as entailment
relations) obtain, and are known by any thinker to obtain, amongst
imagined or hypothesized thought contents, in just the same way
that they obtain amongst believed thought contents. When I simu-
late C’s reasoning in imagination, a theory may well be used. But it
is not an empirical theory about how people happen typically to rea-
son. Rather, it is a normative theory about right reasoning; and it is
the very same theory that I can use when I engage in reasoning from
premises that I actually believe.”

Although the simulation of reasoning may involve deployment of
normative principles, the simulation theory is not (even when

2 This point is stressed, for example, by Goldman, ‘Interpretation
Psychologized’, p. 85, and by Heal, ‘How to Think About Thinking’, pp.
34-5.

% See Stone and Davies, “The Mental Simulation Debate: A Progress
Report’, pp. 136-7.
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restricted to reasoning) to be equated with what might be called the
normative theory theory. It is possible to know normative principles
relating to an activity in which one does not, oneself, engage. But
the simulation theory is clearly not proposing that we make predic-
tions by the disengaged use of a set of normative principles about
reasoning.' Rather, normative principles may be used in simulation
because they are already available to us when we ourselves engage in
reasoning. When we use those normative principles, our reasoning
becomes what T'yler Burge describes as critical reasoning.

Critical reasoning is reasoning that involves an ability to recognise
and effectively employ reasonable criticism or support for reasons
and reasoning. It is reasoning guided by an appreciation, use, and
assessment of reasons and reasoning as such. As a critical reason-
er, one not only reasons. One recognises reasons as reasons...

Essential to carrying out critical reasoning is using one’s knowl-
edge of what constitutes good reasons to guide one’s actual first-
order reasoning."

Not all reasoning is critical reasoning. But it is arguable that the
possibility of critical reasoning is an essential part of normal adult
reasoning as we know it.'

The point we have reached is that predicting the conclusions of
another person’s (theoretical or practical) reasoning appears to be a
particularly favourable case for a simulation theory answer to the
basis question about the prediction strand of folk psychological
practice. Of course, in order to reach a correct prediction about C’s
conclusions by simulating his reasoning in imagination, I need to
take account of differences between C and myself. If C believes that
butter is white, while I do not, then C may arrive at the judgement
that butter and snow are the same colour, given that snow is white,

* See S. Blackburn, ‘Theory, Observation and Drama’, in Folk
Psychology, ed. Davies and Stone, p. 283: “Theorizing under a normative
umbrella is still theorizing. It could, it seems, be done quite externally, in
the light of a sufficient stock of principles telling what it would be right or
wrong to think or feel in some situation...”. Janet Levin, ‘Folk Psychology
and the Simulationist Challenge’, Acta Analytica, 14 (1995), p. 91, also
makes the point that if we use a normative theory to predict what infer-
ences a person will make then this does not yet seem to involve anything
that is ‘in any serious sense a simulation’.

' T. Burge, ‘Our Entitlement to Self-Knowledge’, Proceedings of the
Avristotelian Society, 96 (1996), pp. 98-9.

 Burge, ‘Our Entitlement to Self-Knowledge’, p. 99: ‘A non-critical
reasoner reasons blind, without appreciating reasons as reasons. Animals
and children reason in this way.’
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whereas I would not myself draw that conclusion. But I can take
account of this difference between C and me within the simulation,
without needing to draw on any empirical information about how
people who believe that butter is white tend to reason. Rather, in
imagination I take on the belief that butter is white and then, given
the premises that snow is white and that butter is white, I conclude
that butter and snow are the same colour. That is what right rea-
soning requires.

Predicting how someone will feel after drinking a pint of whisky,
in contrast, is a good case for a theory theory answer to the basis
question. Consequently, predicting the conclusions that will be
reached by someone reasoning after drinking a pint of whisky also
depends on at least some contribution from empirical theory. If C
has just drunk a pint of whisky and I have not, then I need to take
account of this difference between him and me when I try to simu-
late his reasoning in imagination. Even if I correctly take on C’s
premises in imagination and imagine drinking a pint of whisky, still
my predictions about C’s conclusions are liable to be incorrect,
unless I bring to bear some empirical information about how
whisky affects (C’s) reasoning. Here, correct prediction requires an
intrusion of theory. But this is not to say that, in the case of the ine-
briated C, my prediction strategy must owe everything to empirical
theory and nothing to mental simulation. The empirical informa-
tion that I draw on might take the form of information about the
ways in which someone in C’s condition is liable to depart from
right reasoning. In that case, I could first use my own reasoning
ability to work out what would be a correct conclusion to draw from
C’s premises and then tweak my prediction in the light of that
empirical information.

The epistemology of prediction by simulation

Let us now consider, in a little more detail, how prediction by sim-
ulation would work. We have already noted that, in the case of the
gas cylinders, prediction by simulation in reality relies on some
assumption of relevant similarity between cylinder B and cylinder
A. One form that this assumption can take is that cylinder B is a
typical member of a class, G, of gas cylinders of which A is also a
member. Heating the gas in cylinder B and measuring its pressure
can then be conceived as an experiment, licensing a general claim
about temperature and pressure in gas cylinders in the class G.
Since cylinder A is assumed to be a member of this class, the
experimentally licensed generalization can be applied to it.
Essentially the same kind of account could be given, in the psy-
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chological case, of the role of the assumption of relevant similar-
ity between person D and person C. And if, in a case of mental
simulation in reality, I use myself instead of another person D,
then an assumption of relevant similarity between me and C plays
the same role again. Placing myself in the situation can be con-
ceived as an experiment.

It would seem plausible, then, that there is no very deep difference
between the epistemological status of predictions based on simula-
tion and predictions that rely on experimentally licensed knowledge
of empirical generalizations. Furthermore, it would appear that, in
the case of mental simulation in imagination, much the same account
would be given, but with an extra empirical assumption to the effect
that the processes in me that are engaged by imagined inputs work
in the same way as the processes in me, and in C, that are engaged
by real inputs. The cataloguing project mentioned on p. 60 above
would then be seen as the project of assessing the extent to which
that empirical assumption is warranted.

However, the account that we have sketched of simulation of rea-
soning in imagination may open the possibility of a distinctive epis-
temology of psychological prediction. What the normative theory of
right reasoning tells the simulator is that the conclusion - say, that
something is white — is the right thing to think, given the premise —-
say, that snow is white, or that butter is white. This normative
judgement about what is the thing to think does not, by itself, yield
a prediction about C, of course. The simulator also needs an
assumption that C will think the thing that is the thing to think.
That is a defeasible assumption in any given case. But it may enjoy
a default status, nevertheless, since unexplained departures from
these normative requirements of reasoning call in question our
attributions to C of thoughts with such contents as that snow is
white or that butter is white.”” This route to prediction goes via a
normative judgement (this is the thing to think in such-and-such a
situation) and an assumption about interpretation (C will think the
thing that is the thing to think). It is to be contrasted with a route

7 The general idea here is familiar from discussions of the principles
involved in radical interpretation. Some advocates of mental simulation
contrast the simulation approach with the rationality approach, and so
would not adopt the account of the epistemology of psychological predic-
tion that is sketched here. See, for example, Goldman, ‘Interpretation
Psychologized’. On the other hand, R. M. Gordon, ‘Simulation Without
Introspection or Inference from Me to You’, in Mental Simulation, ed.
Davies and Stone, can be seen as resisting the idea that the epistemology
of prediction by simulation is the same as that of prediction by way of
empirical theory.
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that goes via an empirical judgement (this is what I think when
placed experimentally in such-and-such a situation) and an assump-
tion of similarity (C is relevantly like me).

II Prediction Failure

We have distinguished between simulation in reality and simulation
in imagination as methods of prediction. Simulation in reality can
certainly be an effective way of generating predictions without rely-
ing on empirical knowledge. But the prospects for prediction by
simulation in imagination depend on the possibility that imagining
being in a situation should engage the same psychological or mental
processes as would be operative if one were really in that situation.
We considered a range of examples and concluded that predicting
the results of another person’s reasoning is a good case for simula-
tion in imagination while predicting how someone will feel after
drinking a pint of whisky is not. But while it might be agreed that
predicting the conclusions of reasoning could be achieved by men-
tal simulation, this does not settle the question whether prediction
is in fact achieved in that way. Perhaps, despite the availability of
simulation, we ordinarily make such predictions by relying on an
empirical theory about how people reason.

The basis question with which we began is an empirical question
about our three-stranded folk psychological practice, and we have
been focusing on the question as it applies to the prediction strand.
But we have so far said nothing about the kinds of empirical evi-
dence that would count in favour of one or another answer to the
basis question. In a series of important papers, Stich and Nichols
have urged that the phenomenon of prediction failure is strong evi-
dence in support of a theory theory answer to the question about
the basis of our prediction practice."

In our everyday folk psychological practice, we sometimes make
wrong predictions. Stich and Nichols argue that this happens
because our prediction method is cognitively penetrable — that is, our
psychological predictions are influenced by our antecedent knowl-
edge or beliefs about the psychological domain. This kind of expla-
nation of prediction failure is available to the theory theorist but
unavailable, Stich and Nichols say, to the friend of mental simula-
tion. So the existence of prediction failure is a crucial test of the
empirical adequacy of the two competing accounts of the causal

'8 ‘Folk Psychology: Simulation or Tacit Theory?’, ‘Second Thoughts
on Simulation’, and ‘Varieties of Off-Line Simulation’. We note again that
Stich and Nichols use the term ‘theory’ in an extremely inclusive sense.

64



Folk Psychology and Mental Simulation

basis of our prediction practice, and favours the theory theory
account. Thus, on the one hand:

One virtue of using a simulation to predict the behavior of a sys-
tem is that you need have no serious idea about the principles
governing the target system. You just run the simulation and
watch what happens ... In predictions based on simulation, what
you don’t know won’t hurt you ... If there is some quirk of the
human decision-making system, something quite unknown to
most people that leads the system to behave in an unexpected way
in certain circumstances, the accuracy of prediction based on
simulations should not be adversely affected. If you provide the
simulation with the right pretend input, it should simulate (and
thus predict) the unexpected output.”

But, on the other hand:

Just the opposite is true for predictions that rely on a theory. If
we are making predictions on the basis of a set of laws or princi-
ples, and if there are some unexpected aspects of the system’s
behavior that are not captured by our principles, then our predic-
tions about those aspects of the system’s behavior should be less
accurate. Theory based predictions are sensitive to what we know
and don’t know about the laws that govern the system; they are
cognitively penetrable.”

The dialectical situation that Stich and Nichols sketch is especially
clear when we contrast theory-based prediction and prediction by
simulation in reality. Thus, consider again our prediction of the pres-
sure in gas cylinder A. If someone has a false theory about the behav-
iour of gases, then a theory-based prediction about cylinder A is
liable to be false. But, if the predictor uses the behaviour of cylinder
B as a simulation of the behaviour of cylinder A, then the prediction
arrived at should be correct. Because the prediction method does not
draw on any antecedently believed empirical theory about the behav-
iour of gases, the prediction can, in principle, be insulated from any
false theoretical beliefs that are antecedently held by the predictor.*
If someone makes an incorrect prediction about the pressure of the

' ‘Folk Psychology: Simulation or Tacit Theory?’ p. 150.

» Ibid.

2 In section I, we noted the similarity between gas cylinder simulation
in reality and the use of experiments to establish generalizations about how
gas cylinders in a certain class generally behave. The present point, that
simulation in reality yields predictions that are insulated from antecedent-
ly held theory, is analogous to the point that experiments are apt to yield
results that conflict with antecedently held theory.
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gas in cylinder A after it has been heated then either the predictor is
not using simulation as the prediction method or else the simulation
is flawed in one of two ways. It may be that cylinder B is not rele-
vantly similar to cylinder A or it may be that the gas in cylinder B
was not heated to the correct temperature.?

In the psychological case, just the same points can be made. If, in
order to arrive at a prediction about C, I use D (or myself) for a sim-
ulation in reality, then the prediction should be correct. If it is incor-
rect then either D is not relevantly similar to C (or I am not similar
to C), or else D (or I) was not placed into the correct situation (that
is, the simulation was not provided with the correct inputs). But the
central case of mental simulation is simulation in imagination. Is the
dialectical situation the same here? There is some reason to allow
that it is. Someone who claims that mental simulation provides even
a possible account of folk psychological prediction relies on the idea
that imagining being in a situation may engage the same psycholog-
ical or mental processes as would be operative if one were really in
that situation. For some examples, such as the situation in which one
drinks a pint of whisky, the idea has no plausibility. But the advocate
of mental simulation has to maintain that there are other cases where
the idea is plausible, and we have suggested that these would include
cases of theoretical and practical reasoning. So, it appears that pre-
diction failure relating to reasoning would present a problem for any-
one offering a mental simulation answer to the basis question about
folk psychological prediction. Certainly, this is what Stich and
Nichols have argued; and they have gone on to present examples of
this kind of prediction failure.

Examples of prediction failure

There is no shortage of surprising experimental psychological data
about conclusions that people draw and decisions that they take.
The very fact that we find the data surprising indicates, of course,
that we ourselves would have made incorrect predictions about what
the subjects in the experiments would conclude or what they would
decide. We shall describe two of these examples.?

2 Someone using simulation in reality as a prediction method may, of
course, refuse to accept the result of a simulation if it conflicts with an
antecedently held theory, and may judge that the simulation must be
flawed in some way. The same goes for experimentation.

% These two examples are discussed by Stich and Nichols, ‘Folk
Psychology: Simulation or Tacit Theory?’ p. 151, along with the example
of belief perseverance; see R. Nisbet and L. Ross, Human Inference
(Englewood Cliffs, NJ: Prentice Hall, 1980), pp. 175-9. In ‘Second
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Position effects: right bias in selecting goods

Shoppers are presented with a display of what are, in fact, identical
samples of some product. They are asked to assess the quality of
these samples and then — by way of payment for participating in the
survey — to select one sample to keep. The result is that the shop-
pers’ selections show a bias towards samples near the right-hand
end of the display over samples near the left-hand end.*

Most people are surprised to hear the result of this experiment;
they would predict that shoppers’ selections would be random. If
these predictions are arrived at by mental simulation, then simulation
is generating incorrect predictions. Yet it is reasonable to assume that
the people who are asked to predict the outcome of the experiment
are relevantly similar to the subjects in the experiment (the shoppers).

The Langer effect

Two groups of subjects are sold lottery tickets for $1 each. Subjects
in one group are allowed to choose their lottery ticket (choice con-
dition); subjects in the other group are simply given a ticket (no-
choice condition). Subjects are then (under some pretext or other)
asked to be ready to sell their ticket back to the experimenter, and
are asked to set a sell-back price. The result is that subjects in the
choice condition set very much higher prices on average than sub-
jects in the no-choice condition (over $8 versus just under $2).%

Most people are surprised to hear the result of this experiment.
For example, Stich and Nichols report anecdotal evidence of pre-
senting undergraduate students with a description of the experi-
ment and asking them to predict what the subjects would do. The
students failed to predict the difference between the sell-back
prices set by subjects in the choice condition and subjects in the
no-choice condition. If these predictions are arrived at by mental
simulation — the students simulating first being in one condition
and then in the other — then simulation is generating incorrect pre-
dictions. Yet it is reasonable to assume that the students who are

* Nisbet and Ross, Human Inference, p. 207.

» E. Langer, “The Illusion of Control’, Journal of Personality and Social
Psychology, 32 (1975), pp. 311-28. The example is discussed at length in
Nichols et al., ‘Varieties of Off-Line Simulation’.

Thoughts on Simulation’, pp. 101-2, they introduce the further example
of failure to predict how subjects will behave in Milgram’s obedience
experiment. S. Nichols, S. Stich and A. Leslie, ‘Choice Effects and the
Ineffectiveness of Simulation’, Mind and Language, 10 (1995), pp. 4424,
also discuss an example of subjects’ failure to predict how they themselves
will behave when asked to put a price on an article that they own.
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asked to predict the outcome of the experiment are relevantly simi-
lar to the original subjects.

Response on behalf of the simulation theory

Given the way that the argument about prediction failure has been
set up, it will appear that the defender of mental simulation is bound
to make a move analogous to saying that gas cylinder B was not heat-
ed to the correct temperature. That is, the defender of simulation
must say that, in these cases of prediction failure, the (pretended)
inputs to the predictor’s simulation in imagination are in crucial
respects different from the inputs that engaged the psychological
processes of the subjects in the real experiments. This is, indeed, the
way in which advocates of mental simulation have responded.

Thus, for example, Robert Gordon comments on the example of
right bias in selecting goods that, ‘unlike the subjects in the original
experiment, the subject in the imagination experiment [the person
trying to predict how shoppers will behave] must be told that the
items on display are identical (and thus of equal quality)’.” In a
similar vein, Paul Harris notes that a person trying to predict the
outcome of the Langer experiment using simulation:

needs to simulate the vacillation and eventual commitment of the
free-choice subjects. Moreover, in making that simulation they
must also set aside the tacit reminder embedded in a narrative
that juxtaposes the two groups of subjects, namely that any lot-
tery ticket whether selected or allocated, has the same likelihood
of winning. Subjects in the experiment who were offered a free
choice had no knowledge of the other group, and by implication,
no such tacit reminder.”

This is a good initial move to make on behalf of the simulation
theory. Someone who is aiming to make a prediction by simulation
in imagination must imagine being in the very situation that the
subjects in the original experiment were in. And this must be done
in such a way as to offer the simulator’s psychological processes
inputs that are equivalent to the inputs that engaged the original
subjects’ psychological processes. In a case of simulation of reason-
ing, the simulator must take on in imagination the very same
premises that were available to the original subject. But, as Gordon
and Harris point out, the way in which the experimental situation is
described may prevent this condition from being met.

»* Gordon, ‘Reply to Stich and Nichols’, p. 176.
7 PL. Harris, ‘From Simulation to Folk Psychology: The Case for
Development’, in Folk Psychology, ed. Davies and Stone, p. 218.
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There is a quite general point here; namely, that the way in which
the situation to be imagined is described can make a huge difference
to the prospects for successful simulation. Consider the case of a lex-
ical decision experiment. Letter strings are flashed up on a computer
screen — some strings form real words, and some form (pronounce-
able) non-words. The subject has to decide whether each letter string
is a word or a non-word and press one or another button to indicate
this decision. Suppose that I am asked to predict what decisions sub-
jects will make. Simulation in reality is no problem here: I can just sit
in front of the screen myself. But if I have to simulate this experi-
mental regime in imagination, then some ways of describing the
input make my task nearly impossible. I might, for example, be given
a description of the screen display in terms of the pattern of light and
dark pixels that form the image of the letter string. If, on the other
hand, the screen display is described by the letters being named in
order, then I may very well be successful in simulating the perfor-
mance of subjects in the experiment and thus predicting their
responses. This successful prediction would not seem to depend on
antecedent knowledge about how normal subjects respond to this or
that letter string in a lexical decision experiment. Rather, I would just
make what I take to be the correct decision about each imagined let-
ter string, and then assume that other subjects would make the cor-
rect decision too. In doing this, I would make use of stored informa-
tion; but it would be information about lexical items, not information
about normal subjects’ lexical decisions.

In our view, this line of response (in terms of wrong inputs) enables
the simulation theorist to fend off the initial versions of the objection
from prediction failure. But it does not resolve the debate in favour of
either side because the response simply invites the theory theorist to
improve the design of the prediction experiment so as to rule out the
wrong inputs response. Thus, for example, Nichols, Stich, Leslie and
Klein report a prediction experiment in which subjects in one group
watch a videotape of a subject in the choice condition of a Langer-
style experiment and are asked to predict the subject’s sell-back price,
while subjects in another group similarly watch a videotape of a sub-
ject in the no-choice condition.? As in the original Langer experiment,
subjects in the choice condition set significantly higher sell-back prices
than subjects in the no-choice condition. But there was no significant
difference between the prices predicted by subjects shown the choice
condition videotape and the prices predicted by subjects shown the
video of the no-choice condition. Thus, even with a videotape to help
them imagine the experimental situation, subjects are not reliably able
to reach correct predictions.

% Nichols et al., ‘Varieties of Off-Line Simulation’, pp. 49-52.
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There is no doubt that discussion of these examples can be con-
tinued, with the defender of prediction by mental simulation in
imagination deploying variations on the wrong inputs theme.” But
there is a slightly different kind of response to these examples that
is suggested by our earlier reflections on the prospects for psycho-
logical prediction by simulation in imagination (pp. 57-62 above).

The circumscribed domain of prediction by mental simulation

There are all kinds of factors that may affect a person’s theoretical
or practical reasoning, such as whether the person believes that but-
ter is white, or whether the person has just drunk a pint of whisky.
Some of these factors can readily be taken into account by someone
attempting a prediction by mental simulation in imagination, while
others cannot. Showing me a videotape of a subject drinking a pint
of whisky before engaging in some reasoning will not enable me to
predict the outcome of the subject’s reasoning, however accurately
I may imagine the subject’s situation. As we noted on p. 59 above,
what I need is empirical information about the effects of whisky
drinking.® (Recall, too, that the use of this empirical information
need not wholly supplant engagement in mental simulation.)

The fact that prediction by mental simulation in imagination

» See for example, A. Kihberger, ]J. Perner, M. Schulte and R.
Leingruber, ‘Choice or No Choice: Is the Langer Effect Evidence Against
Simulation?’, Mind and Language, 10 (1995), p. 433: ‘[I]t is difficult to
ensure that simulator participants are provided with sufficient information
about exactly the right combination of factors that produces the Langer
effect.’ Kiihberger et al. refer to the requirement that ‘the imagined situa-
tion captures the relevant features of the simulated person’s actual situa-
tion’ as the requirement of imaginative adequacy (p. 424).

A theory theorist may object that the use of the wrong inputs response
by the friend of mental simulation is ad hoc and that the defender of the
simulation theory in the face of examples of prediction failure should be
willing to state in advance under what conditions the requirement of imag-
inative adequacy would be met. (See Stich and Nichols, ‘Second Thoughts
on Simulation’, p. 102.) But it is not clear that the theory theorist’s own
approach to examples of prediction failure is any more principled. The
theory theorist’s explanation of prediction failure is in terms of the pre-
dictor’s use of an incomplete or false theory about psychological matters,
or the predictor’s use of incorrect initial conditions to instantiate correct
generalizations. But no independently motivated account of the exact
nature of the predictor’s failure is provided. (This point is made in an
unpublished paper by lan Ravenscroft, and also by Stich and Nichols,
‘Cognitive Penetrability, Rationality and Restricted Simulation’, p. 323,
who credit it to Meredith and Michael Williams.)

% Alternatively, I could drink a pint of whisky myself, combining simu-
lation of the subject’s beliefs in imagination with simulation of the subject’s
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requires an intrusion of theory in such cases of ‘non-rational’ influ-
ences has been recognised from the beginning of the contemporary
debate.’ Furthermore, it seems quite likely that some of the factors
at work in producing the Langer effect or the right bias in selecting
goods may be more like whisky than like reasons. For example, most
people who are told about the position effects experiment find it sur-
prising that the shoppers’ selections show a bias towards samples
near the right-hand end of the display. They would predict a random
distribution of selections. A plausible explanation for this prediction
is that there is no evident reason to make one selection rather than
another; the fact that a sample is towards the right-hand end of the
display scarcely constitutes a justification for selecting that sample
rather than any of the others.® It is not ad hoc, then, to maintain that
these examples of prediction failure fall outside the proper domain
of prediction by mental simulation unaided by empirical theory.

A narrow circumscription of this domain is explicit in Heal’s work:

The kind of simulationism I would like to defend says that the
only cases that the simulationist should confidently claim are
those where (a) the starting point is an item or collection of items
with content, (b) the outcome is a further item with content, and

" J. Heal, ‘Replication and Functionalism’, in Folk Psychology, ed.
Davies and Stone, p. 48; Harris, ‘From Simulation to Folk Psychology:
The Case for Development’, p. 219.

% So-called non-rational influences may have their effects in a very direct
way — by-passing reasoning altogether — as, perhaps, in the case of the shop-
pers. But they may also work by making something that is not in fact a reason
for acting in a certain way nevertheless appear to be a reason. We are not com-
mitting ourselves to any specific account of the various examples of prediction
failure. Indeed, we are not even committed to the idea that the examples of
prediction failure all involve non-rational influences. Perhaps subjects in the
Langer-style experiment have good reasons for setting their sell-back prices,
but those reasons are somehow obscured from subjects in the prediction
experiment. In that case, a defender of simulation will, in the end, be right to
use some version of the wrong inputs response. What we are pointing out is
just that there is a different kind of response — in terms of non-rational influ-
ences — that is, in principle, available to the simulation theorist. See J. Heal,
‘Simulation and Cognitive Penetrability’, Mind and Language, 11 (1996), pp.
60-6.

whisky drinking in reality. This might enable me to make a correct predic-
tion, if whisky has the same effect on my reasoning from hypothesised con-
tents as on the subject’s reasoning from believed contents. However, it is
important to note that the effects of my drinking the whisky will not be
restricted to my simulation of the subject; my reasoning in my own person
will be perturbed as well. This might be a disadvantage if I need to think
carefully and accurately about how best to act towards the subject.
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(c) the latter content is rationally or intelligibly linked to that of
the earlier item(s).*

But her proposal faces an objection. In many cases of prediction
failure, the subjects about whom the predictions are made seem to
depart in some way from right reasoning. But, in some other cases
of equally flawed reasoning, correct prediction seems to be quite
straightforward. In these latter cases, why do not the non-rational
influences put the reasoning beyond the range of prediction by
mental simulation?

Consider an example discussed by Daniel Kahnemann and Amos
Tversky.** At a flying school, instructors adopt a policy of respond-
ing positively to good performance (such as successful execution of
complex manoeuvres) and negatively to bad performance. When
reviewing this policy, they note that pilots who do particularly well
and are praised are likely to perform less well next time, while pilots
who perform particularly badly and are criticized are likely to do
better at their next attempt. The instructors conclude that, contrary
to what psychologists tell us about positive reinforcement, reward-
ing good performance is not an effective training method.

Most people find the flight instructors’ conclusion to be quite unsur-
prising; it is just as they would predict. Yet the instructors’ reasoning is
flawed; it overlooks the phenomenon of regression towards the mean. (A
pilot who has reached a certain level of competence and performs out-
standingly well on one trial is likely to perform less well on the next trial,
independently of the reaction of the instructor.) Is this not a problem,
the objector asks, for the idea that the proper domain of prediction by
mental simulation is the domain of rational linkages?

It is clearly relevant to note, here, that the reasoning of the peo-
ple who successfully predict the instructors’ conclusion is flawed in
just the same way as the reasoning of those instructors. But that
point is liable to suggest, again, that there is something wrong with
the proposal to circumscribe the proper domain of prediction by
mental simulation in terms of the contrast between right reasoning
and non-rational influences. What matters for mental simulation,
the objector may say, is not rationality but similarity.* Prediction by

3 Heal, ‘Simulation and Cognitive Penetrability’, p. 56.

* D. Kahnemann and A. Tversky, ‘On the Psychology of Prediction’, in
Fudgment Under Uncertainty: Heuristics and Biases, ed. D. Kahnemann, P.
Slovic and A. Tversky (Cambridge: Cambridge University Press, 1982),
pp. 67-8. The example was used by Ned Block (in conversation) to make
the objection under discussion here. Essentially the same objection against
Heal’s circumscribed version of simulation theory is pressed by Stich and
Nichols, ‘Cognitive Penetrability, Rationality and Restricted Simulation’.

% Dan Sperber (in conversation) pressed the objection in this form.
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mental simulation will be successful just where a process that oper-
ates in imagination in the predictor is relevantly similar to the
process operating in reality in the subject about whom the predic-
tion is being made. By that account, probabilistic reasoning that
overlooks regression towards the mean falls squarely within the
proper domain of prediction by mental simulation, since the error
is one that virtually everyone is disposed to make.

Our view is that it is possible to defend Heal’s circumscription of
the proper domain of mental simulation by drawing on two ideas
from section I: the idea of a normative theory and the idea of a dis-
tinctive epistemology of psychological prediction. First, as critical
reasoners, we are each in possession of a normative theory of right
reasoning (p. 61 above). We are also subject to non-rational influ-
ences and so we are all liable, on occasion, to reason in ways that are
out of line with our normative principles. However, some departures
from right reasoning may actually be sanctioned by our normative
principles; that is, our normative theory may itself be flawed.
Second, in virtue of our possession of a normative theory, we can
arrive at judgements about what is the thing to think in a certain sit-
uation; and we can use those judgements, coupled with an assump-
tion that the subject will think the thing that is the thing to think, in
order to arrive at predictions. This predictive strategy can bestow a
distinctive kind of epistemic warrant (p. 63 above). When a subject
departs from right reasoning in a way that is out of line with our nor-
mative theory, this strategy will yield a wrong prediction, and will
need to be augmented by empirical information about the non-ratio-
nal influences at work on the subject. When the subject departs from
right reasoning in a way that is sanctioned by our normative theory,
in contrast, this strategy will yield a correct prediction. But it will be
a prediction that does not constitute knowledge, since it is based on
two false claims — that this is the thing to think, and that the subject
will think the thing that is the thing to think — where the error in the
second claim compensates for the error in the first.

On this account, if the predictor and the subject share an incorrect
normative theory then the predictions arrived at will be fortuitously,
rather than knowledgeably, correct. The narrowly circumscribed
domain of mental simulation is the domain of knowledgeable predic-
tions that are arrived at by that epistemologically distinctive route.

However, we should also consider what happens if the predictor
learns about the importance of not ignoring regression towards the
mean. For now the predictor will, provided that he or she is prop-
erly attentive, arrive at a correct judgment about what is the thing
for the flight instructors, for example, to think. But the predictor
may also recognize that, in this kind of case, most people are apt not
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to think the thing that is the thing to think. So, the predictor will
take this empirical information into account when arriving at a pre-
diction about the flight instructors. It may be that the informed pre-
dictor characterizes the way in which most people depart from right
reasoning simply as the way in which he or she used to reason before
learning about regression towards the mean. Perhaps, indeed, the
predictor still finds it all too easy to slip back into that flawed pat-
tern of reasoning. In that case, the predictor may suspend his or her
recently acquired normative knowledge, and engage in a piece of
not wholly critical reasoning, so as to arrive at a correct —and knowl-
edgeably correct — prediction about the flight instructors.

This is quite properly regarded as a piece of prediction by men-
tal simulation. But the route that it takes is via an empirical judge-
ment (this is what I used to think — how I used to reason) and an
assumption of similarity (the flight instructors are relevantly like
me as I used to be). So, while the distinctive epistemology of pre-
diction that goes with the idea of a normative theory of right rea-
soning is of some importance, it would be wrong for us to suppose
that all knowledgeable prediction by mental simulation exhibits that
distinctive epistemology.

III Simulation, Explanation and Understanding

We began with the three strands of folk psychological practice —
description, explanation, and prediction — but we have been almost
exclusively concerned with folk psychological prediction, and with
the basis question concerning that strand of our practice. In this
final section, we turn briefly to folk psychological explanation.

Explanation and generalizations

Suppose that we want to explain the increase of pressure in our gas
cylinder that results from an increase in temperature. The theory
theory account of prediction (pp. 55-6 above) can readily be con-
verted into an account of explanation by subsumption.* The con-
junction of an increase in temperature and an increase in pressure is
subsumed under the temperature-pressure law. The truth of this
generalization is not, however, something brute. The relatively
superficial temperature-pressure law belongs, not only with a more

% C. Hempel, Aspects of Scientific Explanation (New York: The Free
Press, 1965), who provides the seminal account of the deductive-nomo-
logical model of explanation, regards the distinction between prediction
and explanation as being merely pragmatic.
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general principle relating temperature, pressure and volume, but also
with a body of empirical theory about the movement and energy of
gas molecules, and about forces exerted on the walls of the cylinder.
In terms of this theory, it is possible to give a mechanistic account of
how it is that the relatively superficial law is true — of how the tem-
perature-pressure connection is implemented. In short, according to
the theory theory account, prediction and explanation go naturally
together, and a predictor who knows not only the superficial general-
ization but also the broader body of theory is able to achieve an
explanatory understanding of the predicted increase in pressure.

In the folk psychological case, too, the theory theory account of
prediction goes along with an account of explanation. Knowledge of
a body of psychological theory provides the resources for explana-
tions that work by subsuming events under causal generalizations.
There may be variations on this theme. Some theory theorists will
regard knowledge of relatively superficial psychological generaliza-
tions as the visible tip of an iceberg of more elaborated tacit knowl-
edge, while others will commit themselves only to knowledge in the
ordinary sense of the term. Some theory theorists will regard cog-
nitive scientific theories about subpersonal level information pro-
cessing machinery as offering deeper explanations of psychological
matters, while others will hold hard to the personal level. But the
general picture is clear.

Given that familiar picture of explanation by subsumption, it may
seem obvious that the basis question about the explanation strand of
folk psychological practice has a ready answer in terms of the theory
theory, but cannot be answered in terms of the simulation alternative.
Explanation requires generalizations; but mental simulation is sup-
posed not to depend on antecedent knowledge of psychological gen-
eralizations. However, what seems obvious is not quite correct.

Consider again the case of the gas cylinders. We have noted
already (p. 62 above) the similarity between prediction by simula-
tion in reality and the use of experiments to license generalizations.
So, gas cylinder simulation, carried out without antecedent knowl-
edge about the behaviour of gases, could yield knowledge of gener-
alizations that could, in turn, be used in subsumptive explanations.
Gas cylinder simulation in reality would naturally be called black
box simulation; we simply give the simulation device (gas cylinder B)
a temperature as input and receive back from it a pressure as out-
put. Consistently with that description, the experimentally licensed
generalizations would be superficial and, because of the lack of
explanatory depth, the simulation would scarcely provide any
explanatory understanding of the predicted increase in pressure.
But still, the basic point remains. Simulation, conceived as experi-
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ment, may yield knowledge of generalizations under which events
can be subsumed. We could call this simulation-driven theory.

So also, in the folk psychological case, simulation can be regard-
ed as experiment and may yield knowledge of empirical generaliza-
tions. This is particularly clear in the case of simulation in reality.
By drinking pints of whisky, looking at pairs of lines, dangling on
ropes and drawing inferences, I may not only arrive at predictions
about another person C (pp. 57—-62 above). I may also, by induction
from these bouts of simulation considered as experiments, arrive at
empirical generalizations under which events in the mental life of C
may be subsumed. This is also true — though over a circumscribed
domain — for mental simulation in imagination. When I simulate C’s
reasoning in imagination, I draw on a normative, rather than an
empirical, theory about reasoning. But I may arrive at empirical
generalizations by induction on the results of simulation in imagi-
nation; and, to the extent that mental simulation may yield correct
predictions, it may also yield correct generalizations.”

Simulation and understanding

If explanation is conceived as subsumption under generalizations,
then the debate initiated by the basis question about the explanation
strand of folk psychological practice will take a course that is essen-
tially parallel to the debate over the prediction strand. But in fact,
many advocates of the simulation alternative would defend the idea
that there is a distinctive — not straightforwardly subsumptive —
kind of explanation involved in folk psychological understanding.
Thus, for example, Heal says:

The difference between psychological explanation and explanation
in the natural sciences is that in giving a psychological explanation
we render the thought or behaviour of the other intelligible, we
exhibit them as having some point, some reason to be cited in
their defence.®

7 We are committed to the possibility that there may be both normative
and empirical principles cast in very similar terms. Both kinds of principle
would make use of ceteris paribus clauses; but those clauses would be inter-
preted differently in the two cases.

% Heal, ‘Replication and Functionalism’, p. 52. See also, ]J. McDowell,
‘Functionalism and Anomalous Monism’, in Actions and Ewvents:
Perspectives on the Philosophy of Donald Davidson, ed. E. LePore and B.
McLaughlin (Oxford: Basil Blackwell, 1985), p. 389: [TThe concepts of
the propositional attitudes have their proper home in explanations of a
special sort: explanations in which things are made intelligible by being
revealed to be, or to approximate to being, as they rationally ought to be.’

76



Folk Psychology and Mental Simulation

This kind of normative explanation reveals what someone
thought or did as having been the rational thing to think or do, or
the thing that it made sense to think or do, given the circumstances
and the agent’s beliefs and preferences. Clearly, explanation in this
style fits together with our account of prediction by mental simula-
tion (in a circumscribed domain) in somewhat the way that expla-
nation by subsumption is the natural companion of prediction that
draws on empirical generalizations.

But we do not get an adequate view of the distinctive kind of
psychological understanding that might be provided by mental
simulation if we focus only on the normative aspect. For, as we
have noted (p. 61 above), it is possible to deploy a normative
theory about an activity in which one does not, oneself, engage.
What mental simulation promises is a kind of understanding that
is not only normative but also first personal.’® We see the combina-
tion of these two aspects most vividly in the simulation of reason-
ing in imagination; and the idea that mental simulation can pro-
vide a distinctive kind of understanding of another person’s rea-
soning is strikingly similar to R. G. Collingwood’s claim that his-
torical understanding is to be achieved by the re-enactment of the
historical character’s thought:

But how does the historian discern the thoughts which he is try-
ing to discover? There is only one way in which it can be done: by
rethinking them in his own mind. The historian of philosophy,
reading Plato, is trying to know what Plato thought, when he
expressed himself in certain words. The only way in which he can
do this is by thinking it for himself. This, in fact, is what we mean
when we speak of ‘understanding’ the words. So the historian of
politics or warfare, presented with an account of certain actions
done by Julius Caesar, tries to understand these actions, that is, to
discover what thoughts in Caesar’s mind determined him to do
them. This implies envisaging for himself the situation in which
Caesar stood, and thinking for himself what Caesar thought
about the situation and the possible ways of dealing with it. The

% Thus, for example, Gordon, ‘Simulation Without Introspection or
Inference from Me to You’, p. 56 quotes Kant (Critique of Pure Reason,
A353) approvingly: ‘It is obvious that, if I wish to represent to myself a
thinking being, I must put myself in his place, and thus substitute, as it
were, my own subject for the object I am seeking to consider (which does
not occur in any other kind of investigation).” For an illuminating discus-
sion of issues not far removed from those of the present section, see
Moran, ‘Interpretation Theory and the First Person’.
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history of thought ... is the re-enactment of past thought in the
historian’s own mind.*

Indeed, just as the domain of prediction — and correlatively of
understanding — by mental simulation may be narrowly circum-
scribed (pp. 71-2 above), so also understanding by re-enactment
may seem to be restricted to right thinking. This would be a severe
limitation on historical understanding.

Patrick Gardiner considers this objection to Collingwood in a
recent paper:

[I]t may ... be objected that the re-enactment conception of
understanding remains unrealistically restrictive in the amount it
seems to exclude from the historian’s proper scope. However
scrupulous the care taken to judge an action from the agent’s own
standpoint, there can be no a prior: guarantee that the reasoning
ascribable to him will turn out to have been cogent or sound; as
Francis Bacon once remarked, ‘it is a great mistake to suppose
men too rational’. It is always conceivable in principle, and it is
surely often the case in practice, that there is a lack of coincidence
between the conclusions people actually draw on the basis of
their beliefs and purposes and the conclusions that rationally they
should have drawn. Thus in history as elsewhere people may
engage in faulty practical thinking, whether because of such
things as haste or unimaginativeness or as a result of underlying
emotional factors that sway or distort their judgement. But when
that happens — the objection may continue — it does not follow
that their behaviour is unintelligible in terms of reasons, only that
the reasons are liable to be poor or inadequate ones.*

Gardiner’s response to this objection is to note that ‘Collingwood
would be less vulnerable to some of the criticisms brought against
him on the present score if his conception [of re-thinking] were
interpreted in a more flexible manner.” On such an interpretation,
re-enactment of thought would cover not only right reasoning but
also, for example, ‘empathetically appreciating how an agent could

“R. G. Collingwood, ‘Human Nature and Human History’, in The Idea
of History (Oxford: Oxford University Press, Revised Edition 1992), p.
215. As is quite widely remarked, the simulation approach to psychologi-
cal understanding has marked affinities with the hermeneutic tradition of
Vico, Herder, Dilthey, Weber and Croce, as well as Collingwood. See
Verstehen and Humane Understanding: Royal Institute of Philosophy
Supplement 41, ed. A. O’Hear (Cambridge: Cambridge University Press,
1997).

“ P. Gardiner, ‘Collingwood and Historical Understanding’, in Verstehen
and Humane Understanding, ed. O’Hear, pp. 117-18.
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have been tempted or misled into accepting a particular practical
conclusion without recognising the faultiness of the reasoning
involved’.* Is it possible for a friend of mental simulation to expand
the domain of understanding by simulation in a similar way?

In the case of prediction by simulation (p. 62 above), we saw that
there could be an intrusion of empirical theory without the predic-
tion strategy coming to owe everything to theory and nothing to
mental simulation. The possibility that we mentioned there was that
the empirical information drawn on might be information about
how particular influences (such as drinking a pint of whisky) lead to
departures from right reasoning. However, there is no guarantee
that, if we modulate the re-enactment of thought in the light of
empirical information, then the resulting first person narrative (in
imagination) will be one that we find intelligible. Thus, for exam-
ple, Simon Blackburn considers the case of deliberating about what
is the thing to do if one is a subject in Milgram’s obedience experi-
ment, and then taking account of the empirical evidence about what
subjects actually tend to do. The simulator can modify his or her
narrative in the light of the empirical information. But, ‘this need
have no tendency to make the behaviour of Milgram’s subjects
intelligible. I might still feel quite baffled, both by them, and if I am
like them, by me.’®

An intrusion of empirical theory may, then, bring with it a loss of
intelligibility. But it would not be right to conclude that there is no
prospect of a more flexible conception of the domain of under-
standing by simulation. Consider, for example, the predictor who
now knows about regression towards the mean but who still finds it
all too easy to slip back into flawed reasoning (p. 74 above). This
predictor will surely not be baffled by the reasoning of the flight
instructors. Their reasoning does not measure up to the informed
predictor’s normative theory; but their first person narrative is nev-
ertheless one that the predictor will find intelligible.

There are other cases, too, in which it may be possible, without
simply being driven by an empirical theory, to re-enact thinking
that departs from right reasoning. Let us return to one of our earli-
er examples. I want to predict how C will feel and what he will
decide to do if he is suspended over a cliff on a rope and he cannot
find a foothold and his hands are starting to slip (example (iii) on p.
57 above). Seized by fear or panic, C may not think or do the best
thing, the most rational thing. Yet, by simulating C’s situation in
imagination, I might reach a correct prediction about C without
drawing on any empirical theory about how people dangling over

# Ibid., p. 118.

“ Blackburn, ‘Theory, Observation and Drama’, p. 283.
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cliffs on ropes tend to think. For imagining the situation might be
enough to produce in me physiological and emotional responses that
perturb my reasoning in imagination in just the way that C’s rea-
soning in reality is perturbed.* I might arrive at a correct prediction
about C; and if I regard the simulation exercise as an experiment I
might arrive by induction at some generalizations about how people
think and act in dangerous situations.* But there is something more.
By re-enacting C’s desperate thinking, struggling to maintain a grip,
deciding to make another attempt to find a foothold — all in imagi-
nation, of course — I surely gain some kind of empathetic under-
standing of the thoughts, feelings and decisions that I predict. This
is not a case of theory-driven simulation; and it is not black box sim-
ulation either. It is simulation that, in Gordon’s phrase, ‘essentially
engages [my] own practical and emotional responses’.*

There is an alternative way in which I can gain a measure of first
personal understanding of C’s thoughts, feelings and decisions — a
way that does not require actual physiological and emotional
responses in me at the moment of understanding. I may take into
account my own remembered similar experiences. In this case, I
draw on stored information — about how I felt, physically and emo-
tionally, and about how this affected my thinking and decision tak-
ing — and I use this information to help me imagine what it is like to
be C. (I may also draw on memories of imaginings in which I was
fully physiologically and emotionally engaged.) Producing a correct
narrative about another person is not always sufficient for finding
what that person thinks and does to be intelligible. But it is plausi-
ble that in some cases we can make sense of what someone thinks
and does by drawing on memory to help us imagine being in the

* These responses may have consequences, not only for my reasoning
within the scope of my simulation of C, but also for my reasoning in my
own person. Cf. footnote 30 above.

# If my prediction about C’s thoughts and actions is to count as knowl-
edge then it should not depend on the flawed normative judgement that
this is the thing to think, or to do, in these circumstances. In this case,
knowledgeable prediction seems to require some recognition of the fact
that one’s reasoning is indeed being perturbed.

% R. M. Gordon, ‘The Simulation Theory: Objections and
Misconceptions’, in Folk Psychology, ed. Davies and Stone, p. 103. Since
understanding is a kind of knowledge, there will once again be a need for
me not to be wholly in the grip of the re-enactment (cf. footnote 45 above).

* Nichols et al., ‘Varieties of Off-Line Simulation’, pp. 59-67, discuss
empathy and in particular the role of memory in empathetic emotion.
What we are concerned with here, however, is remembered emotion, not
emotion aroused by memory.
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other person’s situation — indeed, to help us imagine being that per-
son. This is an intrusion of empirical theory, given the inclusive
way in which the term ‘theory’ has been used. But it does not
obstruct first personal understanding, and it does not move us back
towards explanation by subsumption.

Conclusion

In the first two sections of this paper we were concerned with the
prediction strand of folk psychological practice. The theory theory
and the simulation alternative agree about what folk psychological
prediction is; but they disagree about its basis. According to the
theory theory, the predictor draws on a body of information about
psychological matters. According to the simulation alternative, pre-
diction is sometimes possible by simulation in imagination without
the aid of empirical psychological theory. However, the domain of
prediction by mental simulation — particularly if the epistemology is
to be different from the epistemology of empirical theory —is rather
closely circumscribed: it is the domain of reason.

When we turn to the explanation strand of folk psychological
practice, we find that the contours of the debate are very different.
For there is a disagreement about what folk psychological explana-
tion is. According to the theory theory, it is explanation by sub-
sumption under causal generalizations. So, if the basis of the expla-
nation strand of folk psychological practice is to be knowledge of a
psychological theory, then that theory must contain generalizations
of the right kind — objective, counterfactual supporting — to figure
in subsumptive explanations. It is a theory in a more restricted
sense. According to the simulation alternative, folk psychological
explanation is normative and first personal; it is a matter of finding
the other person’s life intelligible ‘from the inside’.® This is an
imaginative project; and understanding involves not only reasoning
in imagination but also emotion and memory. What is remembered
is, of course, information about psychological matters. So, if psy-
chological understanding is to range beyond the domain of reason
then, even by the lights of the simulation account, it must draw on
psychological theory. But this does not constitute a victory for the
theory theory, because the psychological theory on which simula-
tion and understanding draw is theory in the inclusive sense, but
not in the restricted sense that is relevant to the theory theory’s
account of psychological explanation.

If we do not distinguish the inclusive sense of ‘theory’ which is

*# See Jane Heal’s paper in this volume. —
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relevant to the debate about prediction from the restricted sense of
‘theory’ which is relevant to the debate about explanation, then we
may obscure from ourselves the role of empathy and emotion in
commonsense psychological understanding.
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Understanding Other Minds from the
Inside

JANE HEAL

Can we understand other minds ‘from the inside’? What would this
mean? There is an attraction which many have felt in the idea that
creatures with minds, people (and perhaps animals), invite a kind of
understanding which inanimate objects such as rocks, plants and
machines, do not invite and that it is appropriate to seek to under-
stand them ‘from the inside’. What I hope to do in this paper is to
introduce and defend one version of the so-called ‘simulation’
approach to our grasp and use of psychological concepts, a version
which gives central importance to the idea of shared rationality, and
in so doing to tease out and defend one strand in the complex of
ideas which finds expression in this mysterious phrase.'

Let us here recap the salient ideas of the simulation approach.?
Simulationism is to be contrasted with another approach to philos-
ophy of mind which has, at least among Anglo-American analytic
philosophers, been the dominant one of the last decades and which
has also been an important influence on psychologists and cognitive
scientists. We may call this familiar alternative the theory theory.
The version best known to philosophers is functionalism in philos-
ophy of mind. This says that to grasp psychological notions is to
grasp that there are certain inner states of persons which are typi-
cally caused by such and such external events, which interact among
themselves to cause further inner states and events, and which final-
ly combine to cause behaviour.’ To possess the concept of some par-
ticular mental state is to grasp the particular causal-explanatory role
associated with that state. When we use our understanding of psy-

! Talk of persons ‘having a point of view’ and of there being such a
thing as ‘what it is like to be that person’ are also parts of the same set of
ideas. But I would like to stress that the whole issue of the existence of
‘qualia’ is not touched on at all in what follows.

2 For more on this see M. Davies, in this volume and also the two col-
lections Folk Psychology and Mental Simulation, ed. M. Davies and T.
Stone (Oxford: Blackwell, 1995) and Theories of Theories of Mind, ed. P.
Carruthers and P. K. Smith (Cambridge: Cambridge University Press,
1996).

? For a collection which includes many of the classic papers arguing for
this view see Readings in the Philosophy of Psychology, vol. 1, ed. N. Block
(Cambridge, MA. Harvard University Press, 1980).
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chological notions, for example in predicting what another will
think or do, we deploy this theoretical knowledge.

There are many ways of spelling out this general idea, depending
on what view we take of how we acquire and represent this supposed
theoretical knowledge — whether it is innate or learnt, whether
explicitly or tacitly known etc. But let us leave all these issues on one
side, just noting however that the theory theory does not seem at all
hospitable to the ‘from the inside’ idea. Indeed part of its motivation
is to find an account of the psychological which is naturalistic, i.e.
which does away with certain deeply suspect forms of dualism and
sees human beings as part of the natural order. Theory theory does
this precisely by claiming the similarity of psychological concepts to
non-psychological concepts such as those of natural science, pre-
senting the former merely as particular complex and interesting
cases of the general style of thought invoked in the latter.

So much for theory theory. Now for a thumbnail sketch of its
rival, the simulation approach. This is by no means an entirely new
idea. A version of it goes back to Vico in the early eighteenth cen-
tury; it gets a passing mention in Kant; it is associated with Dilthey
and is forcefully defended by Collingwood.* And under the name
‘Verstehen’ one broadly simulation-style approach is familiar, and
has been extensively debated, in the philosophy of history and
social science. But in the last ten years the idea has been revived in
the context of psychology and philosophy of mind. And here it pro-
vides a new perspective on a great number of familiar topics — for
example the nature of imagination, the differences between practi-
cal and theoretical reasoning, the nature of emotion — as well as ini-
tiating an interesting body of empirical work in psychology and a
suggesting new models in cognitive science.’ I shall touch on only a
very small part of this.

A way of putting the central idea of the simulation approach is
this. When we think about another’s thoughts or actions we some-
how ingeniously exploit the fact that we ourselves are or have
minds. What we do is to make our own mind in some way like the
mind of the one we seek to predict or understand. We simulate his
or her thoughts, we recreate in ourselves some parallel to his or her

* 1. Berlin, Vico and Herder (LLondon: Hogarth Press, 1976); I. Kant,
Critique of Pure Reason, trans. Norman Kemp Smith (London:
Macmillan, 1953), p. 336; W. Dilthey, Selected Writings, H. P. Rickman
(ed.) (Cambridge: Cambridge University Press, 1976), R. G. Collingwood,
The Idea of History, (Oxford: Oxford University Press, 1946), esp. pp.
282-302.

S These themes are all illustrated in the collections mentioned above in
footnote 2.
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thought processes. Many simulationists further articulate this by
talking of my having ‘pretend beliefs’ or ‘pretend desires’ and of my
‘inference mechanisms’ being run ‘off-line’. But others (and here 1
include myself) would prefer to use more everyday vocabulary and
to talk of my using my imagination and of my thereby entertaining
the same thoughts and making the same inferences as the other. We
shall come to the significant differences here in due course.

I shall not here consider in detail the reasons for preferring a sim-
ulation approach to a theory theory one. Let me just indicate one
central and immediately apparent advantage of simulationism. It is
this. Others’ thoughts are very varied and numerous and interact
with each other in countless different ways. The remarkable thing is
how successfully we deal with this, correctly adjusting our expecta-
tions of others’ thoughts, feelings and actions in an immense vari-
ety of circumstances. Clearly any theory adequate to systematize
our competence here would itself be immensely complex. But sim-
ulation can explain our competence without crediting us with
knowledge of any such vast, and very probably unwieldy, body of
information. Rather in thinking about other’s thoughts, in order for
example to predict their intentions, we harness our own cognitive
apparatus and make it work in parallel with that of the other and
then use the result we arrive at to ground our prediction. And for
this to occur all that is required is, first, that we have cognitive appa-
ratus which is sufficiently similar to that of the other to produce
usefully similar results and, secondly, that we can make it work in a
parallel way. It is not required that we have some representation of
the apparatus itself or its workings. We do not need to possess a
‘know that’ about the processes of thinking, what thoughts lead to
what others and so forth, provided that we can harness relevantly
our own ‘know how’ of doing the thinking itself and can thus fol-
low through in ourselves the same train of thought as the other has
pursued. The economy of the proposal is striking.

The phrase ‘thinking about others’ thoughts’ covers a great vari-
ety of importantly different kinds of reflection which we now need
to distinguish. There is something very importantly right in the
overall picture painted by functionalism, namely the facts which it
highlights that psychological states may be caused by events in the
world, that such states interact with each other to give rise to fur-
ther states and that they may give rise to bodily behaviour. This
gives us a useful framework for considering the different sorts of
issue which may arise for me concerning another’s thoughts.

1. I may wonder what effect the circumstances around her will
have on the psychological states of another person. (E.g. She is
being whirled round in a fairground ride: will she feel sick? There is
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a disturbance going on in the corner; will she notice it?) Let us call
the connections I focus on here ‘world-mind links’.

2. I may wonder what further thoughts she will have, given some
thoughts about which I already know. (E.g. She believes thus and so
about the cash flow of our firm: will that lead her to think that we
are about to go bankrupt? She endorses these and those principles:
what decision will she reach in this particular case?) Let us call these
‘mind-mind’ or ‘intrapsychic links’.

3. Thirdly, I may wonder what behaviour, i.e. what actual bodily
movements, she will exhibit, given her thoughts. (E.g. She will hear
a balloon popped behind her: will she jump? She intends to smash
her opponent’s ball away to the side line: will she succeed in jump-
ing high enough to get the needed angle?) Let us call these
‘mind—world’ links.

But let us also note that there is a fourth thing I may be doing
under the general heading ‘thinking about others’ thoughts’.

4. I may try to work back from the behaviour she has produced to
a view about the psychological states from which the behaviour
arose. (E.g. She pulled a funny face: was she really amused? She said
such and such: was she annoyed?)

These are four extremely different contexts in which psychologi-
cal concepts are used: and competence at each may call upon differ-
ent aspects of the skill which is grasp of these concepts. We should
beware of lumping them all together and supposing that a philo-
sophical account of our competence with such concepts, whether
simulationist or otherwise, should say the same about each. And the
claim I want to make about simulationism is that it is particularly at
home, its strengths and plausibility particularly apparent, in the
second of the listed circumstances, i.e. in an account of our grip of
mind-mind or intrapsychic links. And this will be mainly what I
shall discuss below. I do not think that simulationism has anything
distinctive to say about our ability to answer the third sort of ques-
tion. It does have distinctive ideas to contribute on the first and
fourth, but I shall not discuss them in detail here. However, a few
remarks about the fourth may help to ward off some misunder-
standings.

It is important to note how, on any view, the fourth context — that
of interpreting and explaining behaviour ~ must be a very different
matter from the others. All philosophers, whatever their theory of
mind, acknowledge that many alternative explanations of the same
behaviour are possible. For example, even if we can identify some-
thing with fair confidence as an intentional raising of the arm, when
we move to identify the purposes behind the raising, and to the feel-
ings, goals, beliefs which in turn lie behind that purpose, it is clear
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that many accounts could be given. Even on a functionalist or
theory theory view there is no such thing as just ‘applying the
theory’ in some fixed and algorithmic way to derive an interpreta-
tion. In the other cases (those falling under 1-3 above), as conceived
by functionalism, there is such a fixed and algorithmic procedure; if
one has sufficient information about prior conditions then one just
has to identify the bits of the theory which deal with those condi-
tions and apply them. One’s prediction may be hedged because one
knows that further information may reveal the case as more complex
than it at first appears or as requiring adjustments in the light of
subsidiary theoretical principles. But (these kinds of complications
aside) forward-moving theory-invoking prediction is quite a differ-
ent matter from backward-looking theory-invoking explanation. An
account of how we do the latter cannot just call on ‘our knowledge
of the theory’ but must also tell some story about how we generate
a range of possible explanations compatible with the theory and
how we assess them.

The same general kind of point needs to be made in connection
with simulationism. Even if we accept a simulationist account of
how prediction about others’ thoughts or behaviour are arrived at
(e.g. in cases of type 2 above), this does not of itself tell us how
backward-looking interpretations and explanations are arrived at.
So we should beware of the idea that simulationism is the proposal
that mere awareness of another person — of his or her circumstances
and behaviour — automatically produces in the observer, via some
natural sensitivity, a simulation of the other’s mental state.
Simulationism ought not to be the claim that we have some kind of
quick route to knowledge of other minds, or that we can empathet-
ically ‘tune in’ to others, or anything of this kind. Perhaps such a
thing exists in a few basic cases. But patently other people are often
difficult to understand; often we know that we are ignorant of their
thoughts and feelings or we have little confidence in our conjectures
about what they may be. Simulationism is not the promise of some
easy answer to these difficulties.®

¢ Some simulation theories do postulate a natural tendency to ‘catch’
others’ mental states. For example in normal infants we find very early a
disposition to attend to what others attend to, to be frightened if adults in
their company are frightened and the like. It is extremely plausible that we
do have some such basic pattern of response and that this is central to our
ability to understand other minds. The point I am emphasizing, however,
is that this does not take us very far. How we build on it to arrive at inter-
pretations in the more complex cases is something about which simula-
tionists have some proposals but not fully worked out ideas. See the papers
by Gordon, Goldman and Heal in the Davies and Stone collections.
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Let us now turn to a consideration of the distinctively simula-
tionist story about mind-mind links, i.e. about how I might come to
some prediction or further belief about another’s thought on the
basis of knowledge of some subset of her thoughts. To take a very
schematic case, suppose the other believes pl-pn and is interested in
whether or not q. How might I work out her likely opinion on
whether or not q? Theory theory of course says that I, so to speak,
look up what the theory tells me about what is the likely upshot of
the combination of believing pl-pn with an interest in whether q; I
look up the relevant axioms about beliefs and interests of that kind
and apply them to this particular case; so it is by applying my
knowledge about thoughts and their effects that I work out what to
expect.

Simulationism will say something different. But there are two
contrasted ways in which the simulationist story can be told. One
story starts with a picture of the mind which is very congenial to the
theory theorist and derived to a considerable extent from cognitive
science. The mind, on this picture, consists of a number of subsys-
tems which perform various functions. For example there are two
stores in which beliefs and desires are kept; there are various proces-
sors which produce beliefs and put them in the belief store; these
include a sensory analysing system, which takes sensory inputs and
transforms them into beliefs; they include also some inference
mechanisms, which take beliefs and derive other beliefs from them;
there is also a practical reasoning system which takes beliefs and
desires as input and produces intentions as output; and so forth.
Each processing system is designed to accept certain kinds of input;
receiving input of the appropriate kind causes it to go through its
distinctive evolutions and to produce output of distinctive kinds.
These inputs and outputs — sensory states, beliefs, desires, inten-
tions and so forth — are realized or coded in vehicles which are, in
fact, brain states, for examples neuronal patterns described at some
suitable level of abstraction. And, on this picture, what really drives
the evolution of the inference mechanisms, practical reasoning sys-
tem and the like are the intrinsic properties of the vehicles, the brain
states or neuronal patterns, which are the beliefs, desires etc.

Given this view of what goes on in the mind, simulationism is
now spelt out in the following way. Suppose, as in the schematic
example above, that I wish to work out what O, the other, is likely
to think about whether or not g, given that she believes pl-pn, when
I myself do not share her beliefs. What I do first is construct some
‘pretend’ beliefs that pl-pn. These are items which do not, in my
mental architecture, play the role of beliefs; they do not come from
my belief store. Nevertheless they are like beliefs in the nature of
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the vehicle in which they are coded. I now take my inference mech-
anisms ‘off-line’ — that is I detach them from their usual links with
my belief store. I feed in the pretend beliefs I have constructed, at
the same time making some adjustment to the mechanisms to make
them search for q-relevant consequences; I then wait to see what the
mechanisms produce as output. If they output a pretend belief that
q then I attribute to O the belief that q. Of course I do not do all
this consciously. Nevertheless this is what is going on at the level of
the operations of my subpersonal cognitive machinery.

Simulation theory presented in these terms is conceived of as an
empirical hypothesis. Those who articulate it like this suppose that
it has empirical consequences different from those of the theory
theory, that we can already see what these consequences are and that
we can set about testing them.

But I would like to suggest that there are considerable problems
with this conceptualization of the issue. Consider first the fact that
we do not have any well-backed-up and detailed view about what
kind of functional ‘systems’ are to be found in the brain or of how
the various kinds of mental state and process recognized in com-
monsense are in fact implemented at the sort of level envisaged.
Many kinds of architecture are imaginable other than the one
sketched above. For example, is it necessary to distinguish between
theoretical and practical reasoning, in the way proposed? To insist
that we should is to make substantive and controversial philosophi-
cal assumptions about the relation of belief, desire and value.
Another, and for our purposes more important, question is whether
we have to take it that ‘inference mechanisms’ operate on beliefs, i.e.
the whole complex state including both content and the attitude to
it. A different articulation would take it that ‘inference mechanisms’
operated on mental representations minus their attitude determin-
ers — on, so to speak, ‘thought radicals’. There is surely some case
for thinking that we can reason with representations which we do
not believe. How do we explain what we are doing in arguing by
reductio ad absurdum or reasoning hypothetically if every piece of
reasoning needs a belief as starting point? But if we thus reconcep-
tualize the ‘inference mechanisms’ as operating on thought radicals,
then simulationism, formulated in terms which presuppose the exis-
tence of inference mechanisms operating on beliefs, turns out to
involve a false picture of the mind and so to be worthless.

Consider also the fact that (even supposing that the original
sketch of the architecture of our cognitive machinery is the right
one) we have very little idea of what would be involved, neurophys-
iologically or functionally, in taking a system ‘off-line’? We do not
know what features of operation would remain the same and what
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would be different. It may be that we are seduced by the image of a
machine made of cogs, levers and pistons, where we can make sense
of things like disengaging the gears, detaching the drive belt and so
forth. But is the brain in any sense like that? Who knows?

I am not here seeking to make difficulties for whole project of
seeking to understand the mind by breaking up its overall operation
into various different functions and looking for the biological struc-
tures and processes which subserve those functions. Good luck to
the cognitive scientists, psychologists, neuroanatomists and so forth
who grapple with these fascinating and difficult tasks. The issue is
rather that we do not yet have enough grip on how that project
might actually work out in detail to have any confidence that we are
working in terms of the right architecture when we talk of ‘pretend
beliefs’ and ‘off-line running’. Nor do we have enough understand-
ing of how that proposal could be implemented, to see what the talk
of ‘off-line running’ would actually amount to. The latter point
means that we do not really know how to test simulationism, regard-
ed as this empirical hypothesis. The former means that simulation-
ism, if it is articulated in terms of this particular architecture, is
made hostage to future discoveries in brain science and might, given
unfavourable developments there, turn out to be a total mistake.

But it seems that the simulation hypothesis has considerable plau-
sibility quite independent of any empirical developments in brain
science, a plausibility noted by Kant, Dilthey, Collingwood and oth-
ers, who were not at all in the business of speculative cognitive sci-
ence or high-level neuroanatomy. This suggests that there ought to
be a reading of the simulation proposal in which it is articulated in
quite different terms, terms which place it much nearer the a prior:
end of the spectrum and on which it is effectively insulated from
how things turn out in neuroanatomy and the like.

Let us also note at this point that the idea of ‘off-line’ use of
inference mechanisms and the like does not offer any particularly
congenial setting for the idea of ‘understanding from the inside’.
The attraction of the idiom is not at all illuminated by the simula-
tionist story as spelled out above. If 1 wish to predict how another
person will react to some new supposed cholesterol-lowering med-
ication I may try to find out its effects on her by taking a dose
myself and observing the results. Or (indulging in some science fic-
tion) I might be able to unhook a part of my circulatory system and
run an experiment on that. In either case I would ‘simulate’ in
myself the operation of the drug on her. But the fact that it is a bit
of my own bodily apparatus which is being run in experimental
fashion gives no special insight ‘from the inside’ into the workings
of the drug. And we have been told nothing which entitles us to
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think the case of the mind — i.e. the brain — to be any different. But
the idea of simulation did seem to have some resonance with the
idea of ‘understanding from the inside’. So again, we are led to the
idea that there may be an alternative way of conceptualizing the
idea.

So now let me sketch such an alternative. Consider a normal per-
son who is capable of having beliefs about a certain subject matter,
1.e. of forming them appropriately and reasoning from them appro-
priately, among other things. Let us take Charles as an example; he
is an investment expert and can form the belief that the base rate
will rise on seeing evidence that it will and can make sensible infer-
ences from this, for example to a fall in the value of shares. Now we
take it entirely for granted that if Charles is capable of doing these
things then he is also capable of reasoning hypothetically about
what would happen if base rate were to rise. It is difficult to make
any sense of the opposite supposition. Remember that Charles is a
normal human being, so that in dealing with most subject matters,
cups of tea, rain, buying a house and so forth, Charles can cope with
both actual and hypothetical. Suppose that we now try to graft on
the supposition that, for example, when faced with sentences begin-
ning ‘Suppose that base rate were to rise...” Charles goes deaf or
berserk or in some other way just fails to cope, although he does
respond normally to the straight assertion ‘Base rate has risen’. Or
suppose we try to add on the idea that Charles can appreciate the
need for contingency planning in connection with most kinds of
events but never seems to indulge in any kind of contingency plan-
ning about base rate rises, although, remember, he copes with great
competence when they actually occur.

Can we really fill in the details of such a story in a coherent way?
I do not say that it is provably impossible that we should do so. We
are familiar with the extremely bizarre and disconcerting way in
which what are normally treated as unitary abilities can unravel in
cases of brain damage and disease (agnosias, aphasias and the like).
But the interesting point is that such cases are extremely rare and
that our ordinary psychological concepts do not allow for them. Our
ordinary concepts are, quite properly I suggest, tailored to the out-
ward, behavioural contours of the normal case, to the kind of suc-
cessful performances and achievements one can regularly expect of
persons. They are not tailored to respect or record the structure of
the machinery which realizes these abilities.

In our thinking about other people one fundamental question we
can and often do ask is what subject matters they are familiar with,
i.e. roughly what concepts they possess and in what kind of detail.
Do they understand about tables and chairs? About royalty? About
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snow? About car engines? About income tax? And how well do they
understand about each? If a person is familiar with a subject matter
and understands it to some roughly indicated level then we take it
for granted that this ability to think about the subject matter will
manifest itself just as much in coming to counterfactual beliefs, in
considering possibilities and their upshots, as it does in forming and
reasoning from categorical beliefs. The ability will show itself also
in desires, intentions, emotions, dreams and fantasies. Competence
in thinking about a subject matter is a multifaceted ability. It is an
error, a distortion, of our central psychological notions, to think of
concept possession as something which shows up only or centrally
in the formation of categorical beliefs. Rather, belief formation is
just one facet of an ability which naturally manifests itself also in
other kinds of thinking.

Note here a further important point, implicit in what has been
said already but needing emphasis. A parallelism between certain
psychological processes is already presupposed in the everyday con-
ception we have been spelling out, namely a parallelism between, on
the one hand, the inferences a person makes with categorical beliefs
in virtue of his or her grasp of a subject matter and, on the other,
the counterfactual conditional beliefs he or she would form as a
result of making suppositions and the like. So Charles infers from
‘Base rate will rise’ to ‘Share prices will fall.” But it is also the case
that if he wonders ‘What if base rate were to rise?’ then he will come
to the conditional belief ‘If base rate were to rise then share prices
would fall.” This parallelism must stay more or less in place on pain
of our losing our right to describe the content of Charles’ wonder-
ing as ‘What if base rate were to rise?’ It cannot be base rate and its
possible rise that he is wondering about if he does not at this point
come up with the same idea, to figure in the consequent of his con-
ditional belief, as he would come up with in straight belief to belief
inference. The fact that this parallelism exists is what makes viable
the whole conceptual structure we use in talking of others’
thoughts, plans, desires, reasonings etc. It is the idea of the multi-
faceted ability which is, in effect, the idea that the same content can
be identified as playing a role embedded within other contents and
as the object of various different attitudes.

Someone might here offer a hypothesis about how it is that we
have such a multifaceted ability, i.e. about the nature of the systems
or devices in which the ability is realised. Perhaps what goes on
when I wonder ‘What if p?’ is that I take some inference mecha-
nisms ‘off-line’ and feed in a pretend belief that p?’ But to pursue

7 See, e.g. the paper by Nichols et al. In Theories of Theories of Mind,
ed. Carruthers and Smith.
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the line of thought I am proposing we do not need to get embroiled
in issues like this at all. The parallelism between thinking about
what is taken to be actual (having a belief) and thinking about what
is taken to be merely possible (wondering, hypothesizing, imagining
and the like) exists, whatever its underpinnings turn out to be. And
we are entitled to invoke it in our account of thought about other
minds.

So now back again to simulation and other minds. We can now
present the simulation hypothesis like this; ability to think about
another’s thoughts, e.g. to reason from the existence of those
thoughts to conclusions about the existence of further thoughts, is
an extension or redeployment of ability to think about the subject
matter of the other’s thoughts.

How does this work? Let us take the following way of spelling
things out. Let us revert to our schematic example in which the other
believes that pl-pn and is interested in whether or not q. I know this
and I am interested in whether or not she comes to believe that q.
What she will do is wonder ‘In the light of pl-pn is it the case that
q?’ i.e. she will direct her thought to answering the question whether
q, having in mind the evidence that pl-pn. If the propositions that
pl-pn imply that q, and she comes to be aware of them as so doing,
then she will come to believe that q, taking this to be a belief to
which she is entitled, in the light of the facts (as she sees them) that
pl-pn. What will I do? If I share her beliefs I may, in effect, pose
myself just the same question, viz. ‘In the light of the facts that pl -
pn is it the case that q?’ But if I do not share her beliefs then the
question I should address is, rather, ‘If it were that pl-pn, would it
be that q?’ But in either case the other person and I share a central
aim, namely trying to get a sense of the relations of implication or
otherwise between pl-pn and q. And we carry out this aim by exer-
cising our ability to think about the subject matter of pl-pn and q.
And if it comes to me to seem that if it were that pl-pn then it would
be that q then I attribute to the other belief that q.

Let us reflect now on the concepts implicit in the story I have just
sketched. I have spoken of us as having ‘a sense of’ some thoughts
as implying or being implied by others. Much recent philosophy,
influenced perhaps by cognitive science models, tacitly operates
with a picture of the progress of thoughts through time, as when a
person is reasoning and reflecting, as a matter of there being one
thought (perhaps quite a complex one) occupying the conscious
mind at one instant and of its being entirely replaced by another
thought at the succeeding moment. So, for a schematic example, at
first I think ‘p, p—q, q?’ and then this complex thought is swept
away and replaced by ‘q’. But this is surely a distortion of our expe-
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rience as thinkers. A slightly more accurate narrative is one in which
I first think ‘p, p—q, q?”’ and then next think ‘Well, clearly q, since
p and p—q’. That is, I judge that q in the light of a sense of it as
following from p and p—q. Relatedly I take this latter belief of
mine to be justified by my beliefs that p and that p—q.

So far only beliefs have been considered. But the above is a struc-
ture which we find in numerous intrapsychic connections, for exam-
ple between desires, intentions and emotions (or at least some
important aspects of them) and other contentful states. So my fear
of something consists, at least in part and in central cases, of my
taking it to be dangerous or threatening. But when I so take it, it is
in the light of my belief that it may explode, or may bite. So my
fear, insofar as it is to be identified with taking the feared thing to
be dangerous, is experienced by me as justified or appropriate in the
light of other thoughts. Similarly I may take a resolution to perform
an action in the light of that action seeming to me to be advanta-
geous and to have no drawbacks. Again it is not just that first I think
about the advantages and lack of drawbacks and then next instant
those considerations are entirely swept from my conscious mind and
replaced by the thought ‘I’ll do it!’ Rather, the ensuing thought is
more like ‘I’ll do it (since it is advantageous and has no drawbacks).’

And what goes for me goes for others, on the account of the use
of psychological concepts which I am sketching. We do not think of
others primarily or solely as extremely complex biological
machines, with many physical structures inside interacting in ele-
gant ways; in thinking of a person as a person, these aspects of
human existence are not to the fore. Of course there is complexity
in others’ psychological states and this complexity is implicated in
temporal development which it is quite proper to think of as causal,
in some sense of ‘causal’. This is what makes the ‘biological
machine with complex innards’ story, and the related functionalist
view in philosophy of mind, seem plausible at all. But when we
think of persons the complexity we are aware of is unified in a par-
ticular ‘'way. It is not unified just as ‘the states of the bits of stuff
inside that skull’ but rather as ‘the elements of the coherent world
view constructed by the person whose body that is’. And the person
is unified inasmuch as her mind is unified, i.e. inasmuch as the ele-
ments of it are seen as cohering and are brought to bear on one
another, to suggest new conjectures, to correct misconceptions, to
provide mutual support through their rational connection and so
forth.

A person becomes aware of her world and builds up a picture of
it, through perception, memory and reasoning. And that view must
be unified in the way sketched. But let us note also that her view will
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necessarily include, woven in among the rest, many indexical
thoughts, defining her beliefs about herself, her placement, role,
capacities and so forth. For example they will include beliefs of the
form ‘I am in such and such a location’. ‘1 am capable of these or
those actions.” ‘I occupy such and such a role.” ‘These and those
achievements, dangers, disappointments or pleasures are possible
for me’ and so forth. These elements may be said to define a ‘point
of view’ on the world, in both a literal and a metaphorical sense. So
when I attempt in simulationist style to recreate another’s thoughts,
insofar as such indexical thoughts are included, then I have, to some
greater or lesser extent, attempted to recreate her point of view.

The suggestion I would like to pursue now is that it is this com-
plex of ideas which makes the adoption of the idiom of ‘under-
standing from the inside’ so natural and attractive. There are a vari-
ety of strands in this metaphor. The mind of the other is ‘inside’ in
the sense that (sometimes at least) it is not immediately apparent in
behaviour what a person thinks and so we need to reflect on what
her thoughts are. It is also ‘inside’ in that mental events and states
are capable of moving the body to spontaneous (i.e. not immediate-
ly externally caused) movement. But there is also the fact that, on
the view sketched, when I consider the nature of what is ‘inside’
another person, in the senses suggested by these two points, what I
find myself postulating is a set of thoughts which represent the
world from a point of view. So the ‘inside’ which I find is not mere
mechanical or biological complexity. If the inside were of that kind
there would not be any question of anything being ‘from’ it. But
things can be ‘from the inside’ with a person because what is ‘inside’
is itself outwardly directed. It is an interlocking complex of items
with indexical representational content concerning the world
around that person. The existence of this kind of outward-directed
content is bound up with the person’s ability to respond to chang-
ing perceptions and reasoning by modifying and enlarging the
world view in rationally intelligible ways. We think of the content as
having been built up by exercise of the person’s cognitive capacities,
her perceptual awareness and her abilities to remember and reason.
The idea of reason then provides a further strand which enriches
the ‘from the inside’ metaphor, inasmuch as in deploying it I repre-
sent other people as beings capable of recognizing and responding
to norms, whose thoughts and behaviour therefore have sense and
can be justified, in ways which have no analogue in the explanations
provided for the behaviour of inanimate items.

What is the status of all this, you might ask. I have just outlined
very roughly a picture which we have of ourselves and others — each
of us a rational subject with a point of view having multifaceted
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abilities to think effectively about many subject matters and so
forth. And this picture is, I have suggested, the one presupposed by
the form of simulationism which I have tried to outline and defend.
I would also like to suggest the converse, namely that this kind of
simulationism is the natural theory of the understanding of other
minds for someone who conceives of persons as unified rational
subjects. It is clear, then, that a presupposition of rationality, abili-
ty to appreciate 